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Where?

  

CNRM

CERFACS

School of Meteorology

Weather Prediction Center

Pyrénées

Toulouse



Who?

Centre National de Recherches Météorologiques
Marc Pontaud, 300 people, 5 groups.

> Climate & Large-Scale Modelling Group
David Salas y Melia, 80 people, 7 teams.

> > Atmosphere & Climate Sensitivity Team
Hervé Douville, 12 people (Aurélien Ribes, Florent Brient. . . ).

Related teams at CNRM:
Earth System Modelling (Bertrand Decharme, Jeanne Colin, Roland Séférian. . . ),

Regional Modelling (Samuel Somot, Serge Planton. . . ),

Predictability (Michel Déqué, Lauriane Batté. . . ).

Related labs in France:
CERFACS (Laurent Terray, Christophe Cassou, Julien Boé. . . ),

LSCE/IPSL (Robert Vautard, Pascal Yiou, Philippe Naveau. . . ).



This talk

European
= geographical Europe (including Switzerland) (and UK).

Climate
= surface temperature and atmospheric circulation.

Variability
= intra-seasonal to inter-annual time scales.

In a warming world
= in CMIP5 future projections.
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Variability in a warming world � Statistical point of view

I Beyond the mean warming (pdf location), changes in variability (pdf shape)

modulate changes in extremes (pdf tails).

Illustration from European summer temperatures

2003

2006

−4 −3 −2 −1 0 1 2 3 4

−4 −3 −2 −1 0 1 2 3 4

Plotted from E-OBS data over 1950�2012.

�

See also: Schär et al. 2004 (Nature).

http://www.ecad.eu/E-OBS/
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Variability in a warming world � Statistical point of view

I Beyond the mean warming (pdf location), changes in variability (pdf shape)

modulate changes in extremes (pdf tails).

Illustration from European summer temperatures
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Plotted from E-OBS data over 1950�2012.
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See also: Schär et al. 2004 (Nature).
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Variability in a warming world � Physical point of view

I Climate change might a�ect the modes of atmospheric variability that

drives the European weather.

Example of the winter North Atlantic Oscillation

Source: climatology.co.uk

http://climatology.co.uk/north-atlantic-oscillation


The projected warming in Europe � IPCC AR5

CLIMATE CHANGE 2013
The Physical Science Basis

WORKING GROUP I CONTRIBUTION TO THE 

FIFTH ASSESSMENT REPORT OF THE 

INTERGOVERNMENTAL PANEL ON CLIMATE CHANGE

WG I

INTERGOVERNMENTAL PANEL ON climate change

It is very likely that temperatures will continue to

increase throughout the 21st century over all of

Europe and the Mediterranean region. It is likely that

winter mean temperature will rise more in NEU than in

CEU or MED, whereas summer warming will likely be

more intense in MED and CEU than in NEU.



The projected warming in Europe � CMIP5 ensemble

I ∆T � 5 �1.5 K by 2100 in the RCP8.5 scenario.

I Role of snow cover decline in winter, soil drying in summer.
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CMIP5 ensemble-mean (34 models). 2070�2099 vs. 1979�2008 in RCP8.5.
c Cattiaux et al., 2013, Clim. Dyn., Fig. 2.

�

See also: Kröner et al. 2016 (Clim. Dyn.).
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IPCC AR5

CLIMATE CHANGE 2013
The Physical Science Basis

WORKING GROUP I CONTRIBUTION TO THE 

FIFTH ASSESSMENT REPORT OF THE 

INTERGOVERNMENTAL PANEL ON CLIMATE CHANGE

WG I

INTERGOVERNMENTAL PANEL ON climate change

Recent studies have clearly identi�ed a possible

ampli�cation of temperature extremes by changes in

soil moisture (Jaeger and Seneviratne, 2010; Hirschi et

al., 2011), acting as a mechanism that further

magni�es the intensity and frequency of heat waves

given the projected enhance of summer drying

conditions.



Reported increase in day-to-day variability

contributed to both multi-model experiments but often with
two different model versions. In contrast to the transient
simulations in ENSEMBLES, the PRUDENCE experiment
only covers two time slices at the end of the 20th and 21st
century. The simulations were evaluated against the
ENSEMBLES gridded data set (E-OBS version 5.0) [van
den Besselaar et al., 2011] that is available at the native
grid of most of the RCMs.

3. Interannual Summer Temperature Variability

[8] All contributing RCMs in the multi-model experiment
PRUDENCE [Christensen and Christensen, 2007] projected
a substantial increase in interannual summer temperature
variability (hereafter IASV, expressed as standard deviation
s across 30 years of JJA mean temperatures) in central
Europe (Figure 1a). Consequently, Central Europe has been
highlighted as a hot spot where models show robust
increases in IASV [Fischer and Schär, 2009; Schär et al.,
2004; Seneviratne et al., 2006; Vidale et al., 2007]. How-
ever, in ENSEMBLES the projected changes in IASV at the
end of the 21st century are substantially smaller and not
significant in the ensemble mean across all 14 GCM-RCM
chains (Figure 1b). We find that the changes in IASV at the
end of the 21st century vary in sign and magnitude across
the GCM-RCM chains. Results from 4 characteristic models

that show discrepant IASV signals are shown in Figure 2c
(all models are shown in Figure S1 in the auxiliary mate-
rial).1 Particularly in Central Europe, here defined as the
zonal belt between the Mediterranean and the North and
Baltic Sea, RCMs project contrasting changes, ranging from
dramatic increases of more than 60% to substantial decreases
of 20–40% (Figure S1).
[9] There are several methodological differences in the

model setup between PRUDENCE and ENSEMBLES that
could account for these differences. The most apparent
hypothesis is that the lower robustness in the IASV response
in ENSEMBLES relates to the fact that a more diverse set of
GCMs with RCMs is considered. In PRUDENCE almost all
RCMswere driven by the same GCM, while in ENSEMBLES
nine RCMs were driven by six different GCMs. In terms
of seasonal mean temperature responses, the driving GCM
is a dominant source of uncertainty [e.g., Fischer et al.,
2011a]. If the uncertainty in the sign of the IASV signal
would mainly come from the different driving GCMs, one
would expect the RCMs driven by the same GCM to show
a similar signal. However, this is not always the case. For
instance two RCMs driven by the same GCM, C4I
(HadCM3Q16) and HC (HadCM3Q16), show significant but

Figure 1. Changes in interannual and daily summer temperature variability. Changes in (top) interannual and (bottom)
daily summer temperature variability (2070–2099 with respect to the control period) for (a and d) ensemble mean across
8 PRUDENCE RCMs, (b and e) ensemble mean across all 14 ENSEMBLES GCM-RCM chains, (c and f) ensemble mean
for six best performing ENSEMBLES RCMs. The control period is 1970–99 for the ENSEMBLES experiments and 1961–
1990 for PRUDENCE experiment. ENSEMBLES models are averaged across driving GCM to give each GCM equal weight
for the raw ensemble mean. Results for individual models are presented in Figures S1 and S8.

1Auxiliary materials are available in the HTML. doi:10.1029/
2012GL052730.

FISCHER ET AL.: CHANGES IN TEMPERATURE VARIABILITY L19702L19702

2 of 8

JJA 2070�2099 vs. 1961�1990 in A2 (PRUDENCE) and 1970�1999 in A1B (ENSEMBLES).
c Fischer et al., 2012, GRL, Fig. 1.

�

See also: Fischer and Schär 2009 (Clim. Dyn.); Kjellström et al. 2007 (Clim. Change).



Measuring the day-to-day variability � 1/2

I Use a daily variance:

�
2 =

1

N � 1

N∑
d=1

(
Td � T̄

)2

I Use day-to-day variations:

ITV =
1

N � 1

N�1∑
d=1

jTd+1 � Td j

� ITV for Inter-diurnal Temperature Variability.

�

See also: Rosenthal 1960 (J. Meteorol.).



Measuring the day-to-day variability � 2/2

I Locally, day-to-day variations are linked to the daily variance:

ITVd = jTd+1 � Td j =
p
2 �(TJd ;d+1K)

I Contrarily to �, ITV is not sensitive to long-term variations:
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Projected change in ITV
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c Cattiaux et al., 2015, GRL, Fig. 1.

�

See also: Kim et al. 2013 (Clim. Dyn.).



A closer look at day-to-day variations

I Asymmetry of the ITV distribution towards negative values.

Easier to rapidly cool the surface (clouds, rain) than to produce hot increments.

I Widening of the distribution under climate change.
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E-OBS & CMIP5 ensemble. JJAS 2070�2099 vs. 1979�2008.
c Cattiaux et al., 2015, GRL, Fig. 2.



ITV increase linked to soil drying � Stats

I ITV anti-correlated to EF, and ∆ITV anti-correlated to ∆EF.
EF = Evaporative Fraction = LH / (SH + LH)
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opposite changes in IASV over France (Figure S1). Likewise,
the IASV response does not clearly cluster for the same
RCMs (e.g., the three SMHI or the HC simulations show
distinctly different signals for the three driving GCMs).
[10] Figure 2 suggests that IASV projections (Figure 2c)

relate to the representation of present-day IASV state
(Figure 2a), as the two RCMs on the left and on the right
show distinctly different behaviour. Many RCMs suffer
from a substantial overestimation of present-day IASV over
Central Europe with respect to observations (Figure 2a,
columns 3 and 4), a bias that has earlier been identified in the
PRUDENCE experiments [Kjellström et al., 2007]. In total,
8 out of 14 GCM-RCM chains clearly overestimate present-
day IASV, particularly in Central Europe (Figure S2), and in
some cases by more than a factor of 2 (Figure 2a). The bias
does not seem to be predominantly sensitive to the driving
GCM. However, the RCM plays an important role, e.g.,
independent of the driving GCM the SMHI or the HC model
tend to simulate similar present-day IASV in Central
Europe.
[11] Several deficiencies potentially affect the representa-

tion of IASV, for instance biases in cloud cover, aerosol
optical depth or surface albedo that ultimately affect the
surface energy budget [Lenderink et al., 2007; Vidale et al.,
2007], biases in atmospheric circulation and variability

[Lenderink et al., 2007; Ulden et al., 2007], or biases in
mean summer temperatures [Fischer et al., 2011b; Yiou et
al., 2009]. The most prominent mechanisms explaining
model differences in IASV point, however, to land-atmo-
sphere interactions, in particular to soil hydrology that con-
trols the partitioning of sensible and latent heat fluxes
[Fischer and Schär, 2009; Lenderink et al., 2007;
Seneviratne et al., 2006; Vidale et al., 2007; Vidale et al.,
2003]. We here test the importance of the latter mechan-
isms by analysing the sensitivity of IASV to the evaporative
fraction, defined as EF ¼ lE

lE þ H where lE is the latent heat
flux and H the sensible heat flux. EF expresses the parti-
tioning of the surface net radiation into latent and sensible
heat flux.
[12] We find that the two RCMs simulating a greater

present-day IASV over Central Europe show a low mean EF
(Figures 2b and S3). This relationship is remarkably robust
for the whole multi-model ensemble, with negative correla-
tions between EF and IASV across the 14 GCM-RCM
chains ranging between �0.74 in Eastern Europe and �0.93
in France (Figure 3). In other words, RCMs that simulate
hardly any limitation of latent heat by soil moisture avail-
ability (high EF), tend to show small year-to-year differ-
ences in EF and thus low IASV (Figure S4). In contrast,

Figure 3. The drier the land surface, the higher the temperature variability. Scatter plot of present-day (1970–99) mean
summer evaporative fraction against (top) interannual summer temperature variability and (bottom) daily summer tempera-
ture variability. Each symbol marks the values for one GCM-RCM chain averaged across the regions France (5�W–5�E;
44�–50�N), Eastern Europe (16�–30�E; 44�–55�N) and Central Europe (5�W–30�E; 40�–50�N). Triangle, square and dia-
mond mark the same RCM (driven by different GCMs). Filled circles mark all other RCMs for which only one simulation
is available.

FISCHER ET AL.: CHANGES IN TEMPERATURE VARIABILITY L19702L19702
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c Fischer et al., 2012, GRL, Fig. 3.



ITV increase linked to soil drying � Model exps

�! CNRM-CM nudged by PRE/FUT soil moisture in PRE/FUT GHG conditions.

I When the soil moisture feedback is o�, the summer T pdf is shifted.

I When the SMF is on, the summer T pdf is re-shaped towards hot values.

simulatedwithout the SMFmainly shows a shift of the pdf towardwarmer values (FNP versus PNP), while changes
in the shape of the pdf aremainly explained by the SMF (FNF versus FNP). In terms of seasonalmean temperature,
the SMF is responsible for about one third of the projected warming over both central U.S. and eastern Europe.

Figure 3widens the perspective over thewhole Northern Hemisphere and confirms that the SMF plays a key role
in reshaping the temperature distributions in the midlatitudes, while other processes are more relevant in the
tropics and high latitudes. This conclusion is based on the Kolmogorov-Smirnov (KS) statistics, which quantifies
the distance between the empirical cumulative distribution functions of two samples. The null distribution of this
statistic is calculated under the null hypothesis that the samples are drawn from the same distribution. The
two-sample KS test is here applied to daily maximum temperature anomalies after shifting the two distributions
by their respective seasonal mean warming and, thereby, to demonstrate significant differences in the shape
(rather than the location) of the two distributions. The key role of SMF in reshaping the temperature distribution
is strengthened by Figures S5 and S6 showing midlatitude changes in both variance and skewness. Figure 3
also draws attention to a significant (but weaker) nudging effect on the shape of the Tmax distribution, which
is not surprising given the damping of both intraseasonal and interannual soil moisture variability. Our results
are consistent with the finding of Berg et al. [2014] about the importance of analyzing moments beyond the
mean and variance to characterize fully the interplay of soil moisture and near-surface temperature.

Finally, Figure 4 highlights the SMF contribution to changes in the heat wave characteristics over the central
U.S. and eastern Europe. We use the exact same procedure as in Schoetter et al. [2014]. A grid cell is considered
to experience a heat wave when Tmax exceeds the 98th percentile (Q98) of the 1979–2008 distribution. Such
a criterion is less sensitive to model biases and domain definition than the use of an absolute temperature
threshold. The PNP simulation is taken as the reference to compute Q98, even if the nudging toward a
monthly mean soil moisture climatology leads to a slight underestimation of the daily Tmax variability in
PNP (FNF) compared to the PR (FR) reference climate simulation, cf. Figure S5). Then, a regional heat wave
event is defined when at least 15% of grid cells encompassed in the spatial domain meet the Tmax threshold
criterion for at least three consecutive days. This minimum extent was set in order to get a reasonable sample
of heat waves in the present-day PNP simulation. Heat waves separated by one or two days are concatenated.
The mean heat wave intensity is then defined as the difference between Tmax and Q98 averaged over the
heat wave duration and all grid points affected by the heat wave. The severity of a heat wave is defined as
the product of duration, mean extent, and mean intensity. The average of the severity across several heat

Figure 2. Empirical distribution of daily Tmax (K) for both present-day and future climate simulations over (a) central U.S.
(105–85°W/32–47°N) and (b) eastern Europe (20–45°E/45–60°N). Two estimates of the observed pdf, from the Hadley
Centre (HadGHCND, http://hadobs.metoffice.com/hadghcnd/) and Berkeley (Best, http://berkeleyearth.org/data/) gridded
data sets, respectively, are also shown in black. The dashed blue line is obtained by shifting the PNP distribution by the
mean warming between PNP and FNP to demonstrate the lack of change in the distribution shape between present-day
and future climates when SMF is not considered.

Geophysical Research Letters 10.1002/2015GL066222
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PDF of JJA temperatures � c Douville et al., 2016, GRL, Fig. 2.
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See also: GLACE-CMIP5 experiment, Seneviratne et al. 2013 (GRL).



Changes in heat waves � Methodology

I Heat wave de�nition:
For each model, an event is at least 3 consecutive days with at least 30% of grid points

where Tx exceeds the 98th percentile of the MJJASO 1979�2008 distribution.

I Heat wave characteristics:
Number, duration (days), intensity (K), extent (%), and severity (product of all).

Tx threshold (left) + the 7 events in EOBS 1979�2008 (right, max = Aug 2003)
R. Schoetter et al.

1 3

We evaluate the ensemble median of Q98 instead of the 
ensemble average in order to reduce the influence of large 
errors of single models. The ensemble median bias of Q98 
(Fig. 1, upper right panel) is about −1 K in the rather flat 
areas in western France, the Benelux countries and north-
ern Germany. Larger absolute values of the ensemble 
median bias are found for the Alpine ridge, the Pyrenees 
and some grid points close to the coast. Only in these areas, 
over 75 % of the models agree on the sign of the bias. The 
strong positive ensemble median bias over the Alpine ridge 
can be explained by the about 500 m higher elevation of the 
EOBS grid points compared to the CMIP5 grid points. At 

the grid points surrounding the Alpine ridge, the elevation is 
100–200 m higher for CMIP5 than for EOBS. This explains 
the relatively strong negative ensemble median bias in these 
areas. Since we are mainly interested in evaluation of the 
exceedances of Tmax over the simulated/observed Q98, we 
decide not to apply a height correction to the model results.

For RCP2.6 (Fig. 1, lower left panel), the ensemble 
median of Q98 increases rather homogeneously by 1–2 K. 
For RCP8.5 (Fig. 1, lower right panel), it increases by up to 
8.5 K in southeastern France and by down to 4.5 K in the 
areas close to the North Sea. For the intermediate RCP4.5 
(not shown), it increases by 2.5 K in the northern part of 

Fig. 1  Upper left panel Map of the 98th percentile of daily maxi-
mum temperature in MJJASO (Q98) for EOBS-V8.0. Upper right 
panel Ensemble median bias of Q98 for HIST. Lower left panel 
Ensemble median difference of Q98 between RCP2.6 and HIST. 

Lower right panel Ensemble median difference of Q98 between 
RCP8.5 and HIST. The stippling indicates the grid points for which 
more than 75 % of the models agree on the sign of the bias or the sign 
of the difference

R. Schoetter et al.

1 3

(6.1 heat waves in 30 years). The number of short 
(3–9 days) and weakly extended (30–50 %) heat waves 
increases from 5.6 (HIST) to 16.2 (RCP2.6), 25.1 (RCP4.5) 
and 30.8 (RCP8.5) heat waves in 30 years. Such heat waves 
become rather normal under future climate conditions.

The joint pdfs of heat wave duration and mean intensity 
are displayed in Fig. 6. The mean intensity is not increas-
ing with the duration. Short heat waves can be very intense. 
The results for HIST and CNRM-ENS correspond well to 
the results for EOBS. For HIST, one models simulates a 
heat wave with the same joint duration and mean intensity 
than the 2003 heat wave. The number of heat waves with 
higher or equal joint duration and intensity than the 2003 
heat wave is increasing from 1/19 (HIST) to 1.5 (RCP2.6), 
6.2 (RCP4.5) and 25.4 (RCP8.5) heat waves in 30 years. 
Such heat waves become rather normal for RCP4.5 and 
RCP8.5. The number of short (3–9  days) and medium 
intense (2–4 K) heat waves increases from 4.6 in HIST to 
18.9 (RCP2.6), 31.3 (RCP4.5) and 45 (RCP8.5) heat waves 
in 30 years. Such heat waves appear on a regular basis 
under future climate conditions.

We further calculate how often heat waves are simulated 
for which one characteristic exceeds the corresponding value 
for the 2003 heat wave. The number of heat waves with 
a duration higher or equal than for the 2003 heat wave is 

increasing from 4/19 (HIST) to 2.6 (RCP2.6), 10.2 (RCP4.5) 
and 31.2 (RCP8.5) heat waves in 30 years. The corresponding 
values for the mean extent are 1/19 (HIST), 4/19 (RCP2.6), 
1.2 (RCP4.5) and 8.4 (RCP8.5) heat waves in 30 years and for 
the mean intensity 1.2 (HIST), 10.1 (RCP2.6), 22.0 (RCP4.5) 
and 56.8 (RCP8.5) heat waves in 30 years. The spatial extent 
of the 2003 heat wave is the most exceptional characteristic. 
It is only exceeded frequently for RCP8.5. The intensity of 
the 2003 heat wave is the least exceptional characteristic. 
Heat waves with a higher intensity are simulated frequently 
for all 3 RCP scenarios. One reason for the underestimation 
of the frequency of heat waves with a high spatial extent over 
the western European domain might be the underestimation 
of the frequency of blocking situations by the CMIP5 models. 
However, this remains to be investigated.

For QFUT, there are no relevant changes of the joint 
pdfs of duration and mean extent as well as duration and 
mean intensity (not shown). This is consistent with the 
results of Sect. 3.2.

3.4  Contributions to the change of cumulative heat wave 
severity

In this section, we use the relation given by Eq. (4) to 
investigate the contributions of the ratios of heat wave 
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Fig. 5  Joint pdfs of heat wave duration and mean extent for EOBS, 
historical and future climate. The ensemble average is displayed for 
the model results. The minimum probability density is 1/19 (1/10) 

heat waves in 30 years for the CMIP5 (CNRM-ENS) ensemble and 1 
heat wave in 30 years for EOBS. The bin corresponding to the char-
acteristics of the 2003 heat wave is marked with a white cross

`
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(6.1 heat waves in 30 years). The number of short 
(3–9 days) and weakly extended (30–50 %) heat waves 
increases from 5.6 (HIST) to 16.2 (RCP2.6), 25.1 (RCP4.5) 
and 30.8 (RCP8.5) heat waves in 30 years. Such heat waves 
become rather normal under future climate conditions.

The joint pdfs of heat wave duration and mean intensity 
are displayed in Fig. 6. The mean intensity is not increas-
ing with the duration. Short heat waves can be very intense. 
The results for HIST and CNRM-ENS correspond well to 
the results for EOBS. For HIST, one models simulates a 
heat wave with the same joint duration and mean intensity 
than the 2003 heat wave. The number of heat waves with 
higher or equal joint duration and intensity than the 2003 
heat wave is increasing from 1/19 (HIST) to 1.5 (RCP2.6), 
6.2 (RCP4.5) and 25.4 (RCP8.5) heat waves in 30 years. 
Such heat waves become rather normal for RCP4.5 and 
RCP8.5. The number of short (3–9  days) and medium 
intense (2–4 K) heat waves increases from 4.6 in HIST to 
18.9 (RCP2.6), 31.3 (RCP4.5) and 45 (RCP8.5) heat waves 
in 30 years. Such heat waves appear on a regular basis 
under future climate conditions.

We further calculate how often heat waves are simulated 
for which one characteristic exceeds the corresponding value 
for the 2003 heat wave. The number of heat waves with 
a duration higher or equal than for the 2003 heat wave is 

increasing from 4/19 (HIST) to 2.6 (RCP2.6), 10.2 (RCP4.5) 
and 31.2 (RCP8.5) heat waves in 30 years. The corresponding 
values for the mean extent are 1/19 (HIST), 4/19 (RCP2.6), 
1.2 (RCP4.5) and 8.4 (RCP8.5) heat waves in 30 years and for 
the mean intensity 1.2 (HIST), 10.1 (RCP2.6), 22.0 (RCP4.5) 
and 56.8 (RCP8.5) heat waves in 30 years. The spatial extent 
of the 2003 heat wave is the most exceptional characteristic. 
It is only exceeded frequently for RCP8.5. The intensity of 
the 2003 heat wave is the least exceptional characteristic. 
Heat waves with a higher intensity are simulated frequently 
for all 3 RCP scenarios. One reason for the underestimation 
of the frequency of heat waves with a high spatial extent over 
the western European domain might be the underestimation 
of the frequency of blocking situations by the CMIP5 models. 
However, this remains to be investigated.

For QFUT, there are no relevant changes of the joint 
pdfs of duration and mean extent as well as duration and 
mean intensity (not shown). This is consistent with the 
results of Sect. 3.2.

3.4  Contributions to the change of cumulative heat wave 
severity

In this section, we use the relation given by Eq. (4) to 
investigate the contributions of the ratios of heat wave 
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Fig. 5  Joint pdfs of heat wave duration and mean extent for EOBS, 
historical and future climate. The ensemble average is displayed for 
the model results. The minimum probability density is 1/19 (1/10) 

heat waves in 30 years for the CMIP5 (CNRM-ENS) ensemble and 1 
heat wave in 30 years for EOBS. The bin corresponding to the char-
acteristics of the 2003 heat wave is marked with a white cross

c Schoetter et al., 2015, Clim. Dyn., Figs. 1 & 5.



Changes in heat waves � Number of events R. Schoetter et al.
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(6.1 heat waves in 30 years). The number of short 
(3–9 days) and weakly extended (30–50 %) heat waves 
increases from 5.6 (HIST) to 16.2 (RCP2.6), 25.1 (RCP4.5) 
and 30.8 (RCP8.5) heat waves in 30 years. Such heat waves 
become rather normal under future climate conditions.

The joint pdfs of heat wave duration and mean intensity 
are displayed in Fig. 6. The mean intensity is not increas-
ing with the duration. Short heat waves can be very intense. 
The results for HIST and CNRM-ENS correspond well to 
the results for EOBS. For HIST, one models simulates a 
heat wave with the same joint duration and mean intensity 
than the 2003 heat wave. The number of heat waves with 
higher or equal joint duration and intensity than the 2003 
heat wave is increasing from 1/19 (HIST) to 1.5 (RCP2.6), 
6.2 (RCP4.5) and 25.4 (RCP8.5) heat waves in 30 years. 
Such heat waves become rather normal for RCP4.5 and 
RCP8.5. The number of short (3–9  days) and medium 
intense (2–4 K) heat waves increases from 4.6 in HIST to 
18.9 (RCP2.6), 31.3 (RCP4.5) and 45 (RCP8.5) heat waves 
in 30 years. Such heat waves appear on a regular basis 
under future climate conditions.

We further calculate how often heat waves are simulated 
for which one characteristic exceeds the corresponding value 
for the 2003 heat wave. The number of heat waves with 
a duration higher or equal than for the 2003 heat wave is 

increasing from 4/19 (HIST) to 2.6 (RCP2.6), 10.2 (RCP4.5) 
and 31.2 (RCP8.5) heat waves in 30 years. The corresponding 
values for the mean extent are 1/19 (HIST), 4/19 (RCP2.6), 
1.2 (RCP4.5) and 8.4 (RCP8.5) heat waves in 30 years and for 
the mean intensity 1.2 (HIST), 10.1 (RCP2.6), 22.0 (RCP4.5) 
and 56.8 (RCP8.5) heat waves in 30 years. The spatial extent 
of the 2003 heat wave is the most exceptional characteristic. 
It is only exceeded frequently for RCP8.5. The intensity of 
the 2003 heat wave is the least exceptional characteristic. 
Heat waves with a higher intensity are simulated frequently 
for all 3 RCP scenarios. One reason for the underestimation 
of the frequency of heat waves with a high spatial extent over 
the western European domain might be the underestimation 
of the frequency of blocking situations by the CMIP5 models. 
However, this remains to be investigated.

For QFUT, there are no relevant changes of the joint 
pdfs of duration and mean extent as well as duration and 
mean intensity (not shown). This is consistent with the 
results of Sect. 3.2.

3.4  Contributions to the change of cumulative heat wave 
severity

In this section, we use the relation given by Eq. (4) to 
investigate the contributions of the ratios of heat wave 
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Fig. 5  Joint pdfs of heat wave duration and mean extent for EOBS, 
historical and future climate. The ensemble average is displayed for 
the model results. The minimum probability density is 1/19 (1/10) 

heat waves in 30 years for the CMIP5 (CNRM-ENS) ensemble and 1 
heat wave in 30 years for EOBS. The bin corresponding to the char-
acteristics of the 2003 heat wave is marked with a white cross

Based on 19 CMIP5 models and 2070�2099 vs. 1979�2008 periods.
c Schoetter et al., 2015, Clim. Dyn., Fig. 5.



Changes in heat waves � Characteristics

I When using a �xed threshold (present-day Q98), increase in all

characteristics (number, duration, extent, intensity, severity. . . ) R. Schoetter et al.

1 3

(RCP2.6), 99 % (RCP4.5) and 100 % (RCP8.5). All models 
simulate heat waves covering nearly the entire domain for 
all 3 RCP scenarios.

The maximum heat wave intensity is 8.1 K in EOBS 
and well represented by HIST (ensemble median value 
of 8.5 K). The ensemble spread for HIST is very large 
(4.8–12.2 K) and cannot be explained by the internal cli-
mate variability simulated by CNRM-CM5. The ensemble 
median of the maximum heat wave intensity is strongly 
increasing to 10.9 K (RCP2.6), 12.4 K (RCP4.5) and 16.0 
K (RCP8.5). On the lower bound, no heat wave with a 
maximum intensity much higher than for the 2003 heat 
wave is simulated. However, on the upper bound, heat 
waves with maximum intensities of about a factor of 2 
more than for the 2003 heat wave are simulated even for 
RCP2.6.

For HIST, the ensemble median of the maximum heat 
wave severity is 13.9 K days [3.1–28.5]. No CMIP5 model 
simulates a heat wave of the same severity as the 2003 heat 
wave (33.7 K days). The CMIP5 models simulate in the 
ensemble median heat waves of similar severity (RCP2.6), 
slightly higher severity (RCP4.5) and an about a factor of 
5 higher severity (RCP8.5) than the 2003 heat wave. The 
ensemble spread is very large. On the lower bound, the 
severity of the 2003 heat wave is not exceeded for all 3 
RCP scenarios. On the upper bound, heat waves with about 
13 times the severity of the 2003 heat wave are simulated 
for RCP8.5.

In summary, the ensemble median of the mean heat 
wave characteristics for HIST corresponds well to the val-
ues found for EOBS. The values for the maximum duration, 

extent and severity are underestimated by HIST which is 
due to the exceptional 2003 heat wave in EOBS. For our 
domain of investigation, the heat wave of 2003 might have 
a very large return period such that for the HIST simula-
tions consisting of 19 times 30 years no such a severe heat 
wave is simulated. It may also illustrate the inability of the 
CMIP5 models to trigger heat waves as severe as 2003. 
However, a detailed analysis of the 2003 heat wave and the 
reasons for the missing of a similarly severe heat wave in 
the CMIP5 output is beyond the scope of this study.

On the lower bound, smaller values of all mean and 
maximum heat wave characteristics are simulated for 
RCP8.5 than on the upper bound for RCP2.6. The com-
bined uncertainty of climate model and internal climate 
variability is therefore larger the uncertainty of the sce-
nario. However, 18–19 out of the 19 models simulate larger 
values of the heat wave characteristics for RCP8.5 than for 
RCP2.6, showing the importance of the scenario.

When using the threshold QFUT instead of QHIS, the 
changes of the mean and maximum heat wave character-
istics are much smaller (not shown). We apply the Wil-
coxon test (function wilcox.test of the R software) to test 
the null hypothesis that the distributions of the heat wave 
characteristics simulated by the CMIP5 ensemble for HIST 
and for the RCP scenarios are equal against the alternative 
that they differ by a shift of the mean. In the following, the 
distributions simulated for HIST and RCP will be called 
significantly different if the p value of the Wilcoxon test 
is smaller than 0.1. The ensemble median heat wave num-
ber is unchanged for RCP2.6 (8) and increasing to 9 days 
(RCP4.5) and 10 days (RCP8.5). The distributions are 
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Fig. 3  Heat wave number as well as geometric mean and maximum 
values of heat wave duration, extent, intensity and severity. The val-
ues obtained for EOBS are depicted with the black dot. The grey 
box indicates the range simulated by CNRM-ENS. The results for 

the CMIP5 ensemble are displayed as box-whisker plots. The streak 
indicates the ensemble median, the box the interquartile range, the 
whisker the full ensemble spread

c Schoetter et al., 2015, Clim. Dyn., Fig. 3.
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See also: Fischer and Schär 2010 (Nature Geoscience).



Contributions of mean and variability

Contribution of mean: threshold QSHIFT = Q98FUT �∆Q50.

Contribution of variability: threshold QBROAD = Q98FUT �∆(Q98�Q50).
I The severity increase induced by the mean is about 5 times larger.R. Schoetter et al.

1 3

3.7  Contributions of the shift and broadening of the Tmax 
pdf to the change of cumulative heat wave severity

The results obtained for QHIS and QFUT in Sects. 3.1–3.6 
indicate that �Q98 contributes by far more to the change of 
the heat wave characteristics than the changes of the spatio-
temporal characteristics of Tmax exceedances over Q98. In 
this subsection we investigate the contributions of shift and 
broadening of the pdf on the changes of the cumulative heat 
wave severity (CS). The relative changes of CS between the 
RCP scenarios and HIST are displayed in Fig. 10 for the 
four thresholds QHIS, QSHIFT, QBROAD and QFUT, the 
values for the ensemble median and the ensemble spread (as 
factor) are given in Table 4. One needs to consider that due 
to the non-linearity of the heat wave definition, the changes 
of CS obtained for the different thresholds do not necessar-
ily follow the relations in the Eqs. (5) and (6). For RCP2.6, 
the ensemble median change of CS obtained for QSHIFT 
is the same as obtained for QHIS. The shift of the median 
is therefore responsible for the entire change. For RCP4.5 
and RCP8.5, the shift of the median does not explain the 
entire change of CS. The effect of the broadening leads to 
an amplification of CS by a factor of 1.7 for RCP4.5 and 
1.5 for RCP8.5. However, the shift is more important than 
the broadening. The change of CS is about a factor of 5 
times higher if only the shift is considered than if only the 
broadening is considered. This compares well to the result 
obtained by Lau and Nath (2014). The ensemble spread 
of CS does not follow the relations that could be expected 
based on the ensemble spread for �Q50 and �Q98 (Table 
2). The highest values are found for QSHIFT although here 
the uncertainty related to the broadening is not included. 
This result shows that the selection of the heat waves and 
the definition of CS introduce a strong non-linearity. As a 
consequence, the ensemble spread of CS obtained for dif-
ferent thresholds and scenarios is not consistent with the 
ensemble spread of �Q50, �Q98 and �Q98−�Q50. 

4  Conclusions and outlook

We have determined the characteristics of heat waves that 
might impact the western European electricity supply sim-
ulated by the CMIP5 ensemble for historical and future 
climate. Only heat waves affecting at least 30 % of west-
ern Europe for at least 3 consecutive days have been con-
sidered. The mean heat wave characteristics are well simu-
lated by CMIP5. However, no model simulates a heat wave 
as severe as the heat wave observed in August 2003. Two 
reasons are possible. The 2003 heat wave might have been 
an event with a very high return period (e.g. Schär et al. 
2004), and/or the CMIP5 models have shortcomings in 
simulating such large temperature anomalies. The method 
for heat wave detection and characterisation developed in 
this study should be applied to a variety of regions in the 
mid-latitudes in order to check whether the CMIP5 mod-
els generally underestimate the frequency of the strong-
est observed heat wave. Further, it should be analysed 
whether an underestimation of atmospheric blocking by 
the CMIP5 models is the reason for the underestimation of 
the frequency of events like the 2003 heat wave in western 
Europe.

In the ensemble median, there is a strong increase of 
the number of heat waves under future climate conditions. 

Fig. 10  Relative difference 
of the cumulative heat wave 
severity for QHIS, QSHIFT, 
QBROAD and QFUT. The 
streak indicates the ensemble 
median, the box the interquartile 
range and the whisker the full 
ensemble spread

0.1 1 10 100 1000

QHIS

Relative difference
0.1 1 10 100 1000

QSHIFT

Relative difference

0.1 1 10 100 1000

QBROAD

Relative difference
0.1 1 10 100 1000
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Table 4  Ensemble median [ensemble spread] of the relative differ-
ence of CS for different thresholds

The ensemble spread is given as the factor between the ensemble 
maximum and minimum of the relative difference

RCP2.6 RCP4.5 RCP8.5

QFUT 0.9 [14] 1.1 [12] 1.2 [12]

QBROAD 1.5 [12] 2.1 [9] 5.1 [16]

QSHIFT 4.2 [73] 8.9 [77] 27.2 [45]

QHIS 4.2 [60] 15.5 [37] 41.4 [27]

c Schoetter et al., 2015, Clim. Dyn., Fig. 10.
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See also: Lau and Nath 2014 (J. Clim.).
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At the other end of the spectrum, studies indicate that

European winter variability may be related to sea ice

reductions in the Barents-Kara Sea (Petoukhov and

Semenov, 2010) [. . . ] Although the mechanism behind

this relation remains unclear this suggests that cold

winters in Europe will continue to occur in coming

decades, despite an overall warming.



Arctic sea ice loss and European cold winters?

I Hypothesis: sea-ice loss > Arctic ampli�cation > NAO� -like pattern >

increased frequency of blockings > increased frequency of cold extremes.

Surface T (K), Z850 (m) and Prob{T < �1:5�} (%) responses to sea-ice loss

Figure 3. Simulated with ECHAM5 monthly SAT and the low‐troposphere circulation responses to
decrease in the Barents‐Kara sea ice concentration (SIC) from 100% to 80%, 80% to 40%, and 40%
to 1% for February. Differences between SAT (in °C) simulated with SIC change from (a) 100% to
80%, (b) 80% to 40%, and (c) 40% to 1%; (d–f) same as Figures 3a–3c but for the vector of the horizontal
wind at 850 hPa (in m/s); (g–i) same as Figures 3a–3c but for the geopotential height at 850 hPa (Z850, in
gpm); (j–l) same as Figures 3a–3c but for probabilities (in %) for the February SAT to be less than −1.5
standard deviation. The reference probabilities in all cases correspond to higher SIC. Thick green contour
lines encompass SAT and Z850 anomalies that are statistically significant at 90% confidence level.
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ECHAM5 simulations of a 80-to-40% decline in sea-ice extent, month of February.
c Petoukhov and Semenov, 2010, JGR, Fig. 3.

�

See other modelling studies: Deser et al. 2010, 2015; Screen et al. 2013; Peings and

Magnusdottir 2014; Blackport and Kushner 2016 (all in J. Clim.).

+ CNRM-CM exps: Oudar et al. 2017 (Clim. Dyn.).



The NAO in CMIP projections � 1/2

I IPCC-AR4: �it is likely that the NAM [NAO] index would not notably

decrease in a future warmer climate (Miller et al. 2006)�.

SLP PC-based index, CMIP3 ensemble, A1B, ONDJFM.
c Miller et al., 2006, JGR, Fig. 8.



The NAO in CMIP projections � 2/2

I Since Miller et al. 2006, baroclinicity (SLP vs. Z500) and shift towards

NAM/NAO� (CMIP5 vs CMIP3), partly attributed to the Arctic sea ice loss.
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SLP + Z500 PC-based indices, CMIP3 + CMIP5 ensembles, A2/RCP8.5, DJFM.
c Cattiaux & Cassou, 2013, GRL, Fig. 1.
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See also: Woollings 2008 (GRL); Barnes and Polvani 2015 (J. Clim.).
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[1] Arctic amplification (AA) – the observed enhanced
warming in high northern latitudes relative to the northern
hemisphere – is evident in lower-tropospheric temperatures
and in 1000-to-500 hPa thicknesses. Daily fields of 500 hPa
heights from the National Centers for Environmental Pre-
diction Reanalysis are analyzed over N. America and the
N. Atlantic to assess changes in north-south (Rossby) wave
characteristics associated with AA and the relaxation of pole-
ward thickness gradients. Two effects are identified that
each contribute to a slower eastward progression of Rossby
waves in the upper-level flow: 1) weakened zonal winds,
and 2) increased wave amplitude. These effects are particu-
larly evident in autumn and winter consistent with sea-ice
loss, but are also apparent in summer, possibly related to
earlier snow melt on high-latitude land. Slower progression
of upper-level waves would cause associated weather pat-
terns in mid-latitudes to be more persistent, which may lead
to an increased probability of extreme weather events that
result from prolonged conditions, such as drought, flooding,
cold spells, and heat waves. Citation: Francis, J. A., and S. J.
Vavrus (2012), Evidence linking Arctic amplification to extreme
weather in mid-latitudes, Geophys. Res. Lett., 39, L06801,
doi:10.1029/2012GL051000.

1. Introduction

[2] During the past few decades the Arctic has warmed
approximately twice as rapidly as has the entire northern
hemisphere [Screen and Simmonds, 2010; Serreze et al.,
2009], a phenomenon called Arctic Amplification (AA).
The widespread warming resulted from a combination of
increased greenhouse gases and positive feedbacks involving
sea ice, snow, water vapor, and clouds [Stroeve et al., 2012].
The area of summer sea ice lost since the 1980s would cover
over 40% of the contiguous United States. As autumn freeze-
up begins, the extra solar energy absorbed during summer in
these vast new expanses of open water is released to the
atmosphere as heat, thus raising the question of not whether
the large-scale atmospheric circulation will be affected, but
how? While global climate models project that the frequency
and intensity of many types of extreme weather will increase
as greenhouse gases continue to accumulate in the atmo-
sphere [Meehl et al., 2007], this analysis presents evidence
suggesting that enhanced Arctic warming is one of the
causes.

[3] Exploration of the atmospheric response to Arctic
change has been an active area of research during the past
decade. Both observational and modeling studies have
identified a variety of large-scale changes in the atmospheric
circulation associated with sea-ice loss and earlier snow
melt, which in turn affect precipitation, seasonal tempera-
tures, storm tracks, and surface winds in mid-latitudes [e.g.,
Budikova, 2009; Honda et al., 2009; Francis et al., 2009;
Overland and Wang, 2010; Petoukhov and Semenov, 2010;
Deser et al., 2010; Alexander et al., 2010; Jaiser et al.,
2012; Blüthgen et al., 2012]. While it is understood that
greenhouse-gas-induced tropospheric warming will cause an
increase in atmospheric water content that is expected to fuel
stronger storms and flooding [Meehl et al., 2007], individual
extreme weather events typically have a dynamical origin.
Many of these events result from persistent weather patterns,
which are typically associated with blocking and high-
amplitude waves in the upper-level flow. Examples include
the 2010 European and Russian heat waves, the 1993
Mississippi River floods, and freezing conditions in Florida
during winter 2010–11. This study focuses on evidence
linking AA with an increased tendency for a slower pro-
gression of Rossby waves in 500-hPa height fields that favor
the types of extreme weather caused by persistent weather
conditions, such as drought, flooding, heat waves, and cold
spells in the northern hemisphere mid-latitudes.

2. Analysis and Results

[4] How does Arctic Amplification promote higher ampli-
tude and slower moving waves? To address this question,
output from the National Center for Environmental Prediction
(NCEP)/National Center for Atmospheric Research (NCAR)
Reanalysis (NRA) data set [Kalnay et al., 1996] is used to
assess changes in the atmosphere related to enhanced Arctic
warming, and to investigate the effects of high-latitude
change on mid-latitude patterns in 500 hPa heights. While
direct comparisons of reanalysis to observations is problem-
atic owing to a lack of independent measurements, Archer
and Caldeira [2008] found that the upper-level circulation
in the NRA is very similar to that of the European Centre
for Medium-RangeWeather Forecasts (ECMWF) Reanalysis
(ERA-40), and Bromwich et al. [2007] found excellent
agreement between surface pressure fields from these reana-
lyses in the Arctic after 1979, when assimilation of satellite
data began. To reduce the possibility of spurious variability
owing to differing data sources assimilated by the reanalysis,
only fields from the post-satellite era are used.
[5] Following summers during recent decades with dimin-

ished Arctic sea ice, large fluxes of heat and moisture enter
the lower atmosphere during fall and winter, which toge-
ther with enhanced poleward fluxes of latent heat [Alexeev
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weather patterns in mid-latitudes more

persistent [. . . ] increased probability of

extreme weather events that result from

prolonged conditions.



Is the �ow becoming wavier?

Francis and Vavrus 2012 (GRL)

Evidence linking Arctic amplification to extreme weather
in mid-latitudes

Jennifer A. Francis1 and Stephen J. Vavrus2

Received 17 January 2012; revised 20 February 2012; accepted 21 February 2012; published 17 March 2012.

[1] Arctic amplification (AA) – the observed enhanced
warming in high northern latitudes relative to the northern
hemisphere – is evident in lower-tropospheric temperatures
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[2] During the past few decades the Arctic has warmed
approximately twice as rapidly as has the entire northern
hemisphere [Screen and Simmonds, 2010; Serreze et al.,
2009], a phenomenon called Arctic Amplification (AA).
The widespread warming resulted from a combination of
increased greenhouse gases and positive feedbacks involving
sea ice, snow, water vapor, and clouds [Stroeve et al., 2012].
The area of summer sea ice lost since the 1980s would cover
over 40% of the contiguous United States. As autumn freeze-
up begins, the extra solar energy absorbed during summer in
these vast new expanses of open water is released to the
atmosphere as heat, thus raising the question of not whether
the large-scale atmospheric circulation will be affected, but
how? While global climate models project that the frequency
and intensity of many types of extreme weather will increase
as greenhouse gases continue to accumulate in the atmo-
sphere [Meehl et al., 2007], this analysis presents evidence
suggesting that enhanced Arctic warming is one of the
causes.

[3] Exploration of the atmospheric response to Arctic
change has been an active area of research during the past
decade. Both observational and modeling studies have
identified a variety of large-scale changes in the atmospheric
circulation associated with sea-ice loss and earlier snow
melt, which in turn affect precipitation, seasonal tempera-
tures, storm tracks, and surface winds in mid-latitudes [e.g.,
Budikova, 2009; Honda et al., 2009; Francis et al., 2009;
Overland and Wang, 2010; Petoukhov and Semenov, 2010;
Deser et al., 2010; Alexander et al., 2010; Jaiser et al.,
2012; Blüthgen et al., 2012]. While it is understood that
greenhouse-gas-induced tropospheric warming will cause an
increase in atmospheric water content that is expected to fuel
stronger storms and flooding [Meehl et al., 2007], individual
extreme weather events typically have a dynamical origin.
Many of these events result from persistent weather patterns,
which are typically associated with blocking and high-
amplitude waves in the upper-level flow. Examples include
the 2010 European and Russian heat waves, the 1993
Mississippi River floods, and freezing conditions in Florida
during winter 2010–11. This study focuses on evidence
linking AA with an increased tendency for a slower pro-
gression of Rossby waves in 500-hPa height fields that favor
the types of extreme weather caused by persistent weather
conditions, such as drought, flooding, heat waves, and cold
spells in the northern hemisphere mid-latitudes.

2. Analysis and Results

[4] How does Arctic Amplification promote higher ampli-
tude and slower moving waves? To address this question,
output from the National Center for Environmental Prediction
(NCEP)/National Center for Atmospheric Research (NCAR)
Reanalysis (NRA) data set [Kalnay et al., 1996] is used to
assess changes in the atmosphere related to enhanced Arctic
warming, and to investigate the effects of high-latitude
change on mid-latitude patterns in 500 hPa heights. While
direct comparisons of reanalysis to observations is problem-
atic owing to a lack of independent measurements, Archer
and Caldeira [2008] found that the upper-level circulation
in the NRA is very similar to that of the European Centre
for Medium-RangeWeather Forecasts (ECMWF) Reanalysis
(ERA-40), and Bromwich et al. [2007] found excellent
agreement between surface pressure fields from these reana-
lyses in the Arctic after 1979, when assimilation of satellite
data began. To reduce the possibility of spurious variability
owing to differing data sources assimilated by the reanalysis,
only fields from the post-satellite era are used.
[5] Following summers during recent decades with dimin-

ished Arctic sea ice, large fluxes of heat and moisture enter
the lower atmosphere during fall and winter, which toge-
ther with enhanced poleward fluxes of latent heat [Alexeev
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[1] Previous studies have suggested that Arctic ampli-
fication has caused planetary-scale waves to elongate
meridionally and slow down, resulting in more frequent
blocking patterns and extreme weather. Here trends in the
meridional extent of atmospheric waves over North America
and the North Atlantic are investigated in three reanaly-
ses, and it is demonstrated that previously reported posi-
tive trends are likely an artifact of the methodology. No
significant decrease in planetary-scale wave phase speeds
are found except in October-November-December, but this
trend is sensitive to the analysis parameters. Moreover, the
frequency of blocking occurrence exhibits no significant
increase in any season in any of the three reanalyses, further
supporting the lack of trends in wave speed and meridional
extent. This work highlights that observed trends in mid-
latitude weather patterns are complex and likely not simply
understood in terms of Arctic amplification alone. Citation:
Barnes, E. A. (2013), Revisiting the evidence linking Arctic ampli-
fication to extreme weather in midlatitudes, Geophys. Res. Lett., 40,
4734–4739, doi:10.1002/grl.50880.

1. Introduction
[2] Near-surface Arctic temperatures have been warming

at an accelerated rate relative to the midlatitudes and trop-
ics [Serreze et al., 2009; Screen and Simmonds, 2010]. This
“Arctic amplification,” namely, the differential warming of
the pole relative to lower latitudes, may alter midlatitude
weather patterns by influencing the meridional tempera-
ture gradient and static stability, which largely drive the
weather systems. Recent studies have investigated whether
Arctic amplification has increased the frequency of observed
extreme weather events [Liu et al., 2012; Francis and
Vavrus, 2012]. Liu et al. [2012] suggest that recent Arctic
sea ice loss (which may be linked to Arctic amplifica-
tion through a positive feedback process; see Screen and
Simmonds [2010] for details) has caused an increase in
snowfall over the United States and Europe through an
increase in the frequency of blocking events. These block-
ing patterns are slow-moving (or stationary) waves that can
persist for days and up to weeks, often bringing extreme
weather to nearby regions [e.g., Black et al., 2004; Dole
et al., 2011]. Similarly, Francis and Vavrus [2012] (FV12
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of this article.

1Department of Atmospheric Science, Colorado State University, Fort
Collins, Colorado, USA.

Corresponding author: E. A. Barnes, Department of Atmospheric
Science, Colorado State University, Fort Collins, CO 80523, USA.
(eabarnes@atmos.colostate.edu)

©2013. American Geophysical Union. All Rights Reserved.
0094-8276/13/10.1002/grl.50880

hereafter) suggest that atmospheric Rossby waves have elon-
gated meridionally in recent decades due to Arctic amplifica-
tion. They hypothesize that these elongated waves propagate
more slowly and favor more extreme weather conditions.
They speculate that as the earth continues to warm, Arctic
amplification will increasingly influence the North Atlantic
atmospheric circulation, potentially causing more extreme
weather in association with the slower waves.

[3] Motivated by these previous studies linking Arctic
amplification to increased slow-moving Atlantic weather
patterns, we seek to answer the following three questions:
(1) Have wave extents increased over the past 30 years?
(2) Have the phase speeds of large-scale atmospheric
waves decreased? (3) Has the frequency of blocking events
increased?

2. Methods
[4] To address the questions outlined above, we analyze

wave properties using three reanalyses. The analysis cov-
ers the time period 1980–2011, and we compare trends
in the European Centre for Medium-Range Weather Fore-
casts’s Era-Interim reanalysis [Dee et al., 2011], the National
Centers for Environmental Prediction/National Center for
Atmospheric Research (NCEP/NCAR) Reanalysis [Kalnay
et al., 1996], and NASA’s Modern-Era Retrospective Anal-
ysis for Research and Applications (MERRA) reanalysis
[Rienecker et al., 2011]. Specifically, we focus on daily
mean 500 hPa geopotential height (Z500) but also present
results using daily mean 250 hPa meridional wind (v250)
and monthly mean 500 hPa zonal wind (u500). Linear inter-
polation is used to obtain smooth contours from the gridded
data. Trends are calculated using linear least squares regres-
sion, and the trends significantly different from 0 are deter-
mined using a two-sided t test at 90% and 95% confidence.
We focus on the region that includes much of North America
and the Atlantic Ocean basin (AtlanticNA; 230ıE–350ıE;
30ıN–70ıN) and note that this region is similar to the region
studied by FV12. Meridional geopotential height extents are
calculated using two different metrics:

[5] 1. The first metric is denoted as “SeaMaxMin” (sea-
sonal maximum and minimum) and is similar but not iden-
tical to the method of FV12 (to be discussed). We will
demonstrate that this metric does not capture the meridional
extent of individual waves but rather the seasonal meridional
excursions of the isopleths. SeaMaxMin extents are calcu-
lated using the seasonal maximum and minimum latitudes
reached by individual Z500 isopleths. Specifically, for each
season s, at each longitude �, we find the maximum latitude
�max(s,�) and minimum latitude �min(s,�) obtained by a spe-
cific Z500 isopleth over that season. The meridional extent
is then calculated as �max(s,�) – �min(s,�). An example of
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Abstract
Newmetrics and evidence are presented that support a linkage between rapidArctic warming, relative
toNorthern hemispheremid-latitudes, andmore frequent high-amplitude (wavy) jet-stream config-
urations that favor persistent weather patterns.We find robust relationships among seasonal and
regional patterns of weaker poleward thickness gradients, weaker zonal upper-level winds, and amore
meridionalflowdirection. These results suggest that as the Arctic continues towarm faster than else-
where in response to rising greenhouse-gas concentrations, the frequency of extremeweather events
caused by persistent jet-streampatterns will increase.

This paper builds on the proposed linkage between

Arctic amplification (AA)—defined here as the

enhanced sensitivity of Arctic temperature change

relative to mid-latitude regions—and changes in the

large-scale, upper-level flow in mid-latitudes [1, 2].

Widespread Arctic change continues to intensify, as

evidenced by continued loss of Arctic sea ice [3];

decreasing mass of Greenland’s ice sheet [4], rapid

decline of snow cover on Northern hemisphere

continents during early summer [5], and the contin-

ued rapid warming of the Arctic relative to mid-

latitudes. While these events are driven by AA, they

also amplify it: melting ice and snow expose the dark

surfaces beneath, which reduces the surface albedo,

further enhances the absorption of insolation, and

exacerbates melting. Expanding ice-free areas in the

Arctic Ocean also lead to additional evaporation that

augments warming andArctic precipitation [6].
Traditionally AA is measured as the change in sur-

face air temperature in the Arctic relative to either the

Northern hemisphere or the globe [7]. It arises owing

to a variety of factors, including the loss of sea-ice and

snow, increased water vapor, a thinner and more frac-

tured ice cover, and differences between the Arctic and

lower latitudes in the behavior of lapse-rate and radia-

tive feedbacks [8–13]. Here we do not address the rela-

tive importance of various factors causing AA, but it is

clear from the height-latitude anomalies of air tem-

perature, geopotential, and zonal wind (figure 1) that

AA results in large part from near-surface heating,

although contributions from poleward heat transport

may also play a role [14].
Seasonal time series and trends in AA based on two

metrics and varying initial years are presented in
figure 2. The more traditional method of assessing AA
is to subtract changes in near-surface (1000 hPa) air
temperature anomalies in mid-latitudes (60–30°N)
from those in the Arctic (left side of figure 2). A posi-
tive value of AA indicates that the Arctic is warming
faster than mid-latitudes. Both the time series and
progressive 15 year trends (figure 2, bottom) indicate
an increasingly positive AA in all seasons, particularly
in fall and winter, in agreement with previous analyses
[8]. Starting in the 1990s, coincident with an acceler-
ated decline in Arctic sea-ice extent [3], AA values and
trends became positive in all four seasons for the first
time since the beginning of the modern data record in
the late 1940s, illustrating the Arctic’s enhanced sensi-
tivity to global warming.

The right side of figure 2 presents an alternative
metric for AA based on the difference in the
1000–500 hPa thickness change in the Arctic relative
to that in mid-latitudes (same zones as for the tradi-
tional method). Arguably the thickness difference is
more relevant for assessing the effects of AA on the
large-scale circulation, as it represents differences in
warming over a deeper layer of the atmosphere that
should more directly influence winds at upper levels.
Several recent autumns have exhibited strong warm-
ing anomalies in some mid-latitude areas, contribut-
ing to the weakened positive trend after 2007. It is
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[1] Previous studies have suggested that Arctic ampli-
fication has caused planetary-scale waves to elongate
meridionally and slow down, resulting in more frequent
blocking patterns and extreme weather. Here trends in the
meridional extent of atmospheric waves over North America
and the North Atlantic are investigated in three reanaly-
ses, and it is demonstrated that previously reported posi-
tive trends are likely an artifact of the methodology. No
significant decrease in planetary-scale wave phase speeds
are found except in October-November-December, but this
trend is sensitive to the analysis parameters. Moreover, the
frequency of blocking occurrence exhibits no significant
increase in any season in any of the three reanalyses, further
supporting the lack of trends in wave speed and meridional
extent. This work highlights that observed trends in mid-
latitude weather patterns are complex and likely not simply
understood in terms of Arctic amplification alone. Citation:
Barnes, E. A. (2013), Revisiting the evidence linking Arctic ampli-
fication to extreme weather in midlatitudes, Geophys. Res. Lett., 40,
4734–4739, doi:10.1002/grl.50880.

1. Introduction
[2] Near-surface Arctic temperatures have been warming

at an accelerated rate relative to the midlatitudes and trop-
ics [Serreze et al., 2009; Screen and Simmonds, 2010]. This
“Arctic amplification,” namely, the differential warming of
the pole relative to lower latitudes, may alter midlatitude
weather patterns by influencing the meridional tempera-
ture gradient and static stability, which largely drive the
weather systems. Recent studies have investigated whether
Arctic amplification has increased the frequency of observed
extreme weather events [Liu et al., 2012; Francis and
Vavrus, 2012]. Liu et al. [2012] suggest that recent Arctic
sea ice loss (which may be linked to Arctic amplifica-
tion through a positive feedback process; see Screen and
Simmonds [2010] for details) has caused an increase in
snowfall over the United States and Europe through an
increase in the frequency of blocking events. These block-
ing patterns are slow-moving (or stationary) waves that can
persist for days and up to weeks, often bringing extreme
weather to nearby regions [e.g., Black et al., 2004; Dole
et al., 2011]. Similarly, Francis and Vavrus [2012] (FV12
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hereafter) suggest that atmospheric Rossby waves have elon-
gated meridionally in recent decades due to Arctic amplifica-
tion. They hypothesize that these elongated waves propagate
more slowly and favor more extreme weather conditions.
They speculate that as the earth continues to warm, Arctic
amplification will increasingly influence the North Atlantic
atmospheric circulation, potentially causing more extreme
weather in association with the slower waves.

[3] Motivated by these previous studies linking Arctic
amplification to increased slow-moving Atlantic weather
patterns, we seek to answer the following three questions:
(1) Have wave extents increased over the past 30 years?
(2) Have the phase speeds of large-scale atmospheric
waves decreased? (3) Has the frequency of blocking events
increased?

2. Methods
[4] To address the questions outlined above, we analyze

wave properties using three reanalyses. The analysis cov-
ers the time period 1980–2011, and we compare trends
in the European Centre for Medium-Range Weather Fore-
casts’s Era-Interim reanalysis [Dee et al., 2011], the National
Centers for Environmental Prediction/National Center for
Atmospheric Research (NCEP/NCAR) Reanalysis [Kalnay
et al., 1996], and NASA’s Modern-Era Retrospective Anal-
ysis for Research and Applications (MERRA) reanalysis
[Rienecker et al., 2011]. Specifically, we focus on daily
mean 500 hPa geopotential height (Z500) but also present
results using daily mean 250 hPa meridional wind (v250)
and monthly mean 500 hPa zonal wind (u500). Linear inter-
polation is used to obtain smooth contours from the gridded
data. Trends are calculated using linear least squares regres-
sion, and the trends significantly different from 0 are deter-
mined using a two-sided t test at 90% and 95% confidence.
We focus on the region that includes much of North America
and the Atlantic Ocean basin (AtlanticNA; 230ıE–350ıE;
30ıN–70ıN) and note that this region is similar to the region
studied by FV12. Meridional geopotential height extents are
calculated using two different metrics:

[5] 1. The first metric is denoted as “SeaMaxMin” (sea-
sonal maximum and minimum) and is similar but not iden-
tical to the method of FV12 (to be discussed). We will
demonstrate that this metric does not capture the meridional
extent of individual waves but rather the seasonal meridional
excursions of the isopleths. SeaMaxMin extents are calcu-
lated using the seasonal maximum and minimum latitudes
reached by individual Z500 isopleths. Specifically, for each
season s, at each longitude �, we find the maximum latitude
�max(s,�) and minimum latitude �min(s,�) obtained by a spe-
cific Z500 isopleth over that season. The meridional extent
is then calculated as �max(s,�) – �min(s,�). An example of
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Abstract
Newmetrics and evidence are presented that support a linkage between rapidArctic warming, relative
toNorthern hemispheremid-latitudes, andmore frequent high-amplitude (wavy) jet-stream config-
urations that favor persistent weather patterns.We find robust relationships among seasonal and
regional patterns of weaker poleward thickness gradients, weaker zonal upper-level winds, and amore
meridionalflowdirection. These results suggest that as the Arctic continues towarm faster than else-
where in response to rising greenhouse-gas concentrations, the frequency of extremeweather events
caused by persistent jet-streampatterns will increase.

This paper builds on the proposed linkage between

Arctic amplification (AA)—defined here as the

enhanced sensitivity of Arctic temperature change

relative to mid-latitude regions—and changes in the

large-scale, upper-level flow in mid-latitudes [1, 2].

Widespread Arctic change continues to intensify, as

evidenced by continued loss of Arctic sea ice [3];

decreasing mass of Greenland’s ice sheet [4], rapid

decline of snow cover on Northern hemisphere

continents during early summer [5], and the contin-

ued rapid warming of the Arctic relative to mid-

latitudes. While these events are driven by AA, they

also amplify it: melting ice and snow expose the dark

surfaces beneath, which reduces the surface albedo,

further enhances the absorption of insolation, and

exacerbates melting. Expanding ice-free areas in the

Arctic Ocean also lead to additional evaporation that

augments warming andArctic precipitation [6].
Traditionally AA is measured as the change in sur-

face air temperature in the Arctic relative to either the

Northern hemisphere or the globe [7]. It arises owing

to a variety of factors, including the loss of sea-ice and

snow, increased water vapor, a thinner and more frac-

tured ice cover, and differences between the Arctic and

lower latitudes in the behavior of lapse-rate and radia-

tive feedbacks [8–13]. Here we do not address the rela-

tive importance of various factors causing AA, but it is

clear from the height-latitude anomalies of air tem-

perature, geopotential, and zonal wind (figure 1) that

AA results in large part from near-surface heating,

although contributions from poleward heat transport

may also play a role [14].
Seasonal time series and trends in AA based on two

metrics and varying initial years are presented in
figure 2. The more traditional method of assessing AA
is to subtract changes in near-surface (1000 hPa) air
temperature anomalies in mid-latitudes (60–30°N)
from those in the Arctic (left side of figure 2). A posi-
tive value of AA indicates that the Arctic is warming
faster than mid-latitudes. Both the time series and
progressive 15 year trends (figure 2, bottom) indicate
an increasingly positive AA in all seasons, particularly
in fall and winter, in agreement with previous analyses
[8]. Starting in the 1990s, coincident with an acceler-
ated decline in Arctic sea-ice extent [3], AA values and
trends became positive in all four seasons for the first
time since the beginning of the modern data record in
the late 1940s, illustrating the Arctic’s enhanced sensi-
tivity to global warming.

The right side of figure 2 presents an alternative
metric for AA based on the difference in the
1000–500 hPa thickness change in the Arctic relative
to that in mid-latitudes (same zones as for the tradi-
tional method). Arguably the thickness difference is
more relevant for assessing the effects of AA on the
large-scale circulation, as it represents differences in
warming over a deeper layer of the atmosphere that
should more directly influence winds at upper levels.
Several recent autumns have exhibited strong warm-
ing anomalies in some mid-latitude areas, contribut-
ing to the weakened positive trend after 2007. It is
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Measuring �ow waviness through sinuosity � 1/2

I Sinuosity: length of a trajectory divided by length of the straight line.

  

Illustrations from Wikipedia.

I Use an iso-contour of Z500 (isohypse) to isolate the trajectory.

  

Examples of Z500 for March 15, 2016 and April 4, 2017, c Wetterzentrale.

https://en.wikipedia.org/wiki/Sinuosity
http://www.wetterzentrale.de/


Measuring �ow waviness through sinuosity � 2/2

I Selected isohypse: for each day, the Z500 average over 30�70 �N.

Example of January 6, 2010 (ERAI Z500)
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c Cattiaux et al., 2016, GRL, Fig. 1.

�

See also: Martin et al., in review (J. Clim.).



Link with more classical indices

I In the North-Atlantic in winter, the sinuosity is highly correlated with

blocking1, zonal2 and NAO3 indices at the inter-annual time scale.
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c Cattiaux et al., 2016, GRL, Fig. 1.

�
1 Tibaldi and Molteni index computed on ERAI Z500 (link).
2 ERAI Z500 di�erence between 20�50 �N and 60�90 �N (Woollings 2008).
3 Station-based Hurrell index (link).

http://www.cpc.ncep.noaa.gov/products/precip/CWlink/blocking/index/index.nh.shtml
https://climatedataguide.ucar.edu/climate-data/hurrell-north-atlantic-oscillation-nao-index-station-based


Projected changes in sinuosity

CMIP5 changes
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See also: Peings et al., in review (J. Clim.); Vavrus et al. 2017 (J. Clim.).



Projected changes in sinuosity

CMIP5 changes
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Why does the sinuosity decrease? � Stats

I Models with stronger sinuosity decrease (ENS1) have stronger tropical

warming, stronger polar-stratospheric cooling and weaker Arctic Ampli�cation,

i.e. a stronger increase in the equator-to-pole T gradient.
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Why does the sinuosity decrease? � Model exps

�! CNRM-CM coupled runs with PRE/FUT sea ice in PRE/FUT GHG conditions.

I Competing e�ects of GHG (tropical warming) and sea-ice (AA).

Respective roles of direct GHG radiative forcing and induced Arctic sea ice loss on the Northern…

1 3

Figure  1 shows the RCP8.5–HIST (thereafter ΔRCP, 
the period 2070–2099 is used for RCP8.5 and the period 
1970–1999 is used for HIST) differences for Arctic sea ice 
concentration (Fig. 1a) and the non-solar flux at the surface 
(Fig.  1b), as well as the non-solar flux correction applied 
in ICE21 (Fig. 1c) and ICE20 (Fig. 1d) for the months of 
January, April, August and October, which are representa-
tive of the different seasons. The sea ice retreat is important 
(more than 60%) in winter and spring over the marginal 
seas (Fig. 1a): Hudson Bay, Barents and Kara Seas for the 
Atlantic side, and Bering, Chukchi and Sea of Okhotsk for 
the Pacific. In contrast, in summer and autumn the Arctic 
Ocean is nearly ice-free at the end of the twenty-first cen-
tury. To estimate the non-solar flux correction used for 
ICE21 and ICE20 simulations, we first compute the ΔRCP 
differences of the non-solar flux for each month of the 
year. The non-solar flux response exhibits a dipole struc-
ture, with strong upward flux in regions of sea ice loss and 
downward flux in regions directly south of this upward flux 
(Fig. 1b). This dipole is coherent with other studies (Deser 
et al. 2010; Screen et al. 2013) and will be further discussed 
in Sect. 3.1. We do not apply directly the raw non-solar flux 
differences from Fig.  1b to perform ICE21 experiment, 
because when proceeding this way, sea ice conditions in 
the Arctic turn out to be largely overestimated compared 
to the target period (here RCP8.5). This can be explained 
by the numerous non-linear feedbacks processes associ-
ated with Arctic sea ice loss. We thus follow the meth-
odology describe in DE15 and use the ΔRCP differences 
from Fig. 1b as a first guess for iteration to find the opti-
mal multiplication factor β, such as the correction non-solar 
flux*β fits as best as possible the sea ice concentration and 
volume from the target period. The β–factor is estimated 
empirically from multiple simulations (see the supplemen-
tary material S1 for more details) and the value β = 0.6 is 
found to be the one that best approximate ICE21 to RCP8.5 
sea ice conditions in 2070–2099. The resulting correction 
term (non-solar flux*β) is displayed in Fig. 1c. This correc-
tion term is positive (ocean gains heat to melt sea ice and 
compensate the net upward flux in response to sea ice loss), 
monthly-varying and is only applied on grid points where 
the decrease of Arctic sea ice is greater than 10%, accord-
ing to Fig.  1a. Locally this correction can be very strong 
(more than 60  W  m−2 for most of the regions). Globally 
averaged (as indicated on Fig. 1c), it is in agreement with 
the total radiative forcing in RCP8.5 (for instance, for the 
month of January the correction is 1.3 W m−2).

The same method is applied to estimate the flux cor-
rection for the ICE20 experiment, but in that case the 
correction term is negative (heat lost by the ocean to pro-
duce sea ice) (Fig. 1d). In ICE20, the Arctic sea ice tar-
get is the HIST simulation (1970–1999 period). Similarly 
to ICE21, the value of β that best matches HIST sea ice 

conditions is 0.7, indicating that the correction needed for 
ICE21 and ICE20 is not symmetric. Considering global 
spatial averages, in ICE21 (Fig. 1c) the flux correction for 
January, April, August and October are 1.30, 0.51, 0.11 
and 0.66  W  m−2 respectively. These values are slightly 
weaker than those exhibited by the ICE20 correction 
(−1.56, −0.61, −0.13, −0.68 W m−2, in Fig. 1d), indicat-
ing that more energy is needed to produce sea ice starting 
from 2085 than to melt sea ice starting from 1985.

For the control simulation CTL20, a small flux cor-
rection is also applied. Indeed the idea is to bring the 
Arctic sea ice conditions for the selected period in HIST 
(1970–1999) close to the one from the representative year 
(1985) that is used to (1) initialize the idealized simula-
tions and (2) prescribe the GHG fixed concentration. In 
order to take into account the effects of the small increase 
of GHGs concentration during the period 1970–1999, a 
small correction term of the non-solar flux is thus nec-
essary (not shown). It is estimated from the difference 
between the representative year 1985 and the temporal 
mean for the 1970–1999 period.

Figure  2 summarizes the experiments and how they 
allow separating the effect of Arctic sea ice loss from the 
effect of increasing GHGs:

–– The difference between ICE21 and CTL20 evaluates the 
effect of Arctic sea ice loss under present GHG condi-
tions.

–– The difference between ICE20 and CTL20 estimates the 
effect of increased GHGs under present Arctic sea ice 
conditions.

Fig. 2  Schematic representation of the 4 idealized experiments per-
formed in this work and how to use them to estimate the relative 
effects of GHGs increasing and Arctic sea ice decline. ICE21–CTL20 
Arctic sea ice loss with present GHGs conditions (constant at year 
1985). ICE20–CTL20 increased GHGs with present Arctic sea ice 
(1970–1999). CTL21–CTL20 effect of both increased GHGs and Arc-
tic sea ice loss. CTL21–ICE20 Arctic sea ice loss with future GHGs 
conditions (constant to year 2085). CTL21–ICE21 increased GHGs 
with future Arctic sea ice (2070–2099)

 T. Oudar et al.
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Figure  11 shows the DJF distribution of the number 
of blocking events averaged over all NH longitudes for 
CTL20, GHG + ICE, GHG and ICE. We also consider 
the CTL20 experiment since it represents the climatologi-
cal values. On average over the 100 years of analysis, the 
mean frequency is about 6 days per season and per longi-
tude in the CTL20 experiment, with inter-annual variations 
between 2 and 12 days. The response to both GHG + ICE 
effects is a significant decrease in the mean frequency of 
blockings (5 days per season per longitude). At the hemi-
spheric scale, this response is mainly explained by the GHG 
forcing, since the ICE forcing has no significant effect; 
however, both GHG and ICE contribute to the decrease in 
the blocking frequency in the Pacific sector (not shown).

The mean DJF sinuosity is about 1.4 in the CTL20 
experiment (Fig.  11, right panel). We find that the 
GHG + ICE effects do not significantly alter the sinuosity, 
due to compensating GHG and ICE individual responses 
at the hemispheric scale: the GHGs increase tends to sig-
nificantly reduce the sinuosity, while the sea ice decline is 
associated with a marginally significant increase in sinuos-
ity (significant at the 90%-level, not 95%). Both responses 
are mainly due to changes in the North Atlantic sector, 
where both GHG and ICE effects are significant, while 
no significant sinuosity change is found in the Pacific (not 
shown).

Overall, responses of both blockings and sinuosity to 
GHG and ICE, even when statistically significant, are found 
to be small relative to the inter-annual variability (less that 
0.5 standard deviations in all cases). The most robust sig-
nal is found for the GHG response, the strengthening and 
poleward shift of the Jet Stream being associated with a 
decrease in waviness. The waviness response for the ICE 
forcing is less clear at the hemispheric scale, partly due to 

opposite signals between the Pacific (significant decrease in 
blocking frequency) and the Atlantic (significant increase 
in sinuosity).

3.4.2  The Eady growth rate response

As previously shown in Sect. 3.2, the meridional and ver-
tical structures of temperature gradients are modified due 
to both GHG and ICE effects. These gradients are tightly 
associated with baroclinic processes leading to cyclogen-
esis and storm-tracks. We investigate here the respective 
contributions of GHG and ICE on the synoptic-scale pro-
cesses during winter. A simple parameter measuring the 
baroclinic instability is the so-called Eady Growth Rate 
(EGR) (Lindzen and Farrell 1980; Hoskins and Valdes 
1990). This parameter involves the vertical wind shear and 
the Brunt-Vaisala frequency (measure of the static stability) 
in the way:

where N is the Brunt-Vaisala frequency (usually in  day−1), 
θ the potential temperature (in K) and �u

�z
 the vertical wind 

shear (in  day−1). Because of the thermal wind balance, the 
vertical wind shear is connected to the meridional tempera-
ture gradient (��

�y
). Furthermore, the static stability depends 

on the vertical gradient of the potential temperature (��
�z

).

It is recommended to compute the EGR at the synop-
tic scale (i.e., using daily data). It has been computed in 
CTL20 using daily and monthly timescale and it does not 

(1)� = 0.31 ×
g

N�

�u

�z

(2)N =

√

g

�
×
��

�z

Fig. 11  DJF distributions of (left) the average number of blockings 
and (right) the sinuosity for all experiments: CTL20, CTL21, ICE20 
and ICE21, respectively designated by CTL, GHG + ICE, GHG and 
ICE to ease the interpretation. Boxplots are drawn from 100 DJF sea-
sons and illustrate the median (thick horizontal segment), the mean 

(thick dot), the interquartile range (box) and the total range (whisker). 
Red (blue) asterisks indicate a 10%-level (*) or 5%-level (**) signif-
icant positive (negative) difference relative to CTL according to a t 
test. Green right axes represent departures from the CTL mean (hori-
zontal dotted line) in standard-deviation levels

100-year (DJF) boxplots. 90% (�) and 95% (��) -level signi�cant positive ou negative di�erences.
c Oudar et al., 2017, Clim. Dyn., Figs 2 and 11.



Recent trends in sinuosity

I Slight increase in sinuosity since the mid-1980s.

Internal variability or di�erent timings of the sinuosity forcings?
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Recent trends in sinuosity

I Slight increase in sinuosity since the mid-1980s.

Internal variability or di�erent timings of the sinuosity forcings?
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Back to the European temperature variability

I Projected decrease in ITV, albeit no model agreement over WEU.

I Reduced e�ciency of the advection from both westerlies (land/sea

contrast) and easterlies (snow cover decline).
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Consequence for cold spells

I When using a �xed threshold (present-day Q10), decrease in frequency.

I When using a relative threshold (future Q10), decrease in severity.

the regional scale. They are necessarily somewhat arbitrary

and depend on the severity of cold spells we want to focus

on. For this choice, it is useful to have an idea of the

temporal and spatial characteristics of cold events over our

domain of interest. Figure 1b shows the number of cold

extremes in EOBS over the WE domain, as a function of

both duration and spatial extent intervals. A cold extreme is

basically one or more consecutive days with at least one

grid point below the Q10. It explains the great number in

the bottom left corner of the plot, as 1 day with only one

grid point below the Q10 is considered as a cold extreme.

As expected, there is a fairly linear relationship between

duration and extent of the cold extremes, the longest events

generally corresponding to the most extended ones. The

dashed white line depicts the major events defined as cold

spells in the following of the study: we require that events

cover at least 20 % of the WE domain and last more than 6

consecutive days. This definition retains 36 events on the

1979–2008 period in EOBS observations. To validate our

methodology, we have verified that it captures the main

cold spells recorded in France since 1979 as for example

the January 1987 cold wave (French national meteorolog-

ical service, personal communication).

The same diagnostic has been applied onto the HIST

simulations over the same period. The number of selected

cold spells ranges between 29 and 39 depending on the

model, with a multi-model climatology of 33 i.e. slightly

more than one cold spell per year as in observations. The

ensemble mean multi-model biases as a function of extent

and duration are shown in Fig. 1c. To test their signifi-

cance, crosses have been superimposed onto the pixels

where at least 80 % of the models are in agreement with

the sign of the ensemble-mean bias. The biases are mod-

erate and sign consistency is high for the cold spells (white

dashed line). The same diagnostic computed from AMIP

simulations gives a multi-model average of 35 cold spells

Table 1 Summary of WECS statistics for EOBS and historical simulations of CMIP5 models

Acronym Center Model Frequency Severity Intensity Duration Extent

EOBS / / 10.2 -54.7 -8.7 10.3 0.56

CNRM CNRM and CERFACS, France cnrm-cm5 9.5 -47.8 -9.1 9.6 0.52

IPSL IPSL, France ipsl-cm5a-lr 9.1 -75.3 -10.9 10.7 0.59

BCC BCC, China bcc-csm1-1 9.4 -70.6 -9.9 10.3 0.60

CCCMA CCCMA, Canada canesm2 8.6 -48.2 -8.5 10.1 0.53

CSIRO CSIRO and QCCCE, Australia csiro-mk360 9.5 -59.5 -10.5 10.8 0.50

GFDL NOAA-GFDL, USA gfdl-esm2 m 10.5 -45.0 -7.7 9.8 0.54

INM INM, Russia inmcm4 9.8 -76.1 -11.6 12.2 0.49

MIROC AORI, NIES and JAMSTEC, Japan miroc5 11.0 -50.2 -7.8 11.1 0.54

HAD MOHC, UK hadgem2 12.1 -56.8 -8.6 12.4 0.48

MPI MPIM, Germany mpi-esm-lr 10.9 -58.2 -8.1 11.6 0.55

MRI MRI, Japan mri-cgcm3 8.5 -56.2 -8.4 10.3 0.55

NCAR NCAR, USA ccsm4 9.2 -57.6 -8.1 11.1 0.56

NCC NCC, Norway noresm1-m 10.6 -54.1 -8.5 11.0 0.52

Frequency is expressed in % (of DJFM days), severity in �C day, intensity in �C, duration in days and extent in fraction of the WE domain.

Period: 1979–2008

(a) QU10 in EOBS (b) Coldevents in EOBS (c) Multi-model bias

Fig. 1 a 10th percentile of Tmin over Europe in EOBS and WE

domain; b Number of cold events (one or more grid point below the

Q10) for EOBS, according to their extent and duration. Dashed white

lines indicate the events defined as cold spells; c Same but for multi-

model bias in historical simulations (HIST-EOBS). Crosses indicate

regions where the sign consistency between models is higher than

80 %. Period: 1979–2008; Season DJFM
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the regional scale. They are necessarily somewhat arbitrary

and depend on the severity of cold spells we want to focus

on. For this choice, it is useful to have an idea of the

temporal and spatial characteristics of cold events over our

domain of interest. Figure 1b shows the number of cold

extremes in EOBS over the WE domain, as a function of

both duration and spatial extent intervals. A cold extreme is

basically one or more consecutive days with at least one

grid point below the Q10. It explains the great number in

the bottom left corner of the plot, as 1 day with only one

grid point below the Q10 is considered as a cold extreme.

As expected, there is a fairly linear relationship between

duration and extent of the cold extremes, the longest events

generally corresponding to the most extended ones. The

dashed white line depicts the major events defined as cold

spells in the following of the study: we require that events

cover at least 20 % of the WE domain and last more than 6

consecutive days. This definition retains 36 events on the

1979–2008 period in EOBS observations. To validate our

methodology, we have verified that it captures the main

cold spells recorded in France since 1979 as for example

the January 1987 cold wave (French national meteorolog-

ical service, personal communication).

The same diagnostic has been applied onto the HIST

simulations over the same period. The number of selected

cold spells ranges between 29 and 39 depending on the

model, with a multi-model climatology of 33 i.e. slightly

more than one cold spell per year as in observations. The

ensemble mean multi-model biases as a function of extent

and duration are shown in Fig. 1c. To test their signifi-

cance, crosses have been superimposed onto the pixels

where at least 80 % of the models are in agreement with

the sign of the ensemble-mean bias. The biases are mod-

erate and sign consistency is high for the cold spells (white

dashed line). The same diagnostic computed from AMIP

simulations gives a multi-model average of 35 cold spells

Table 1 Summary of WECS statistics for EOBS and historical simulations of CMIP5 models

Acronym Center Model Frequency Severity Intensity Duration Extent

EOBS / / 10.2 -54.7 -8.7 10.3 0.56

CNRM CNRM and CERFACS, France cnrm-cm5 9.5 -47.8 -9.1 9.6 0.52

IPSL IPSL, France ipsl-cm5a-lr 9.1 -75.3 -10.9 10.7 0.59

BCC BCC, China bcc-csm1-1 9.4 -70.6 -9.9 10.3 0.60

CCCMA CCCMA, Canada canesm2 8.6 -48.2 -8.5 10.1 0.53

CSIRO CSIRO and QCCCE, Australia csiro-mk360 9.5 -59.5 -10.5 10.8 0.50

GFDL NOAA-GFDL, USA gfdl-esm2 m 10.5 -45.0 -7.7 9.8 0.54

INM INM, Russia inmcm4 9.8 -76.1 -11.6 12.2 0.49

MIROC AORI, NIES and JAMSTEC, Japan miroc5 11.0 -50.2 -7.8 11.1 0.54

HAD MOHC, UK hadgem2 12.1 -56.8 -8.6 12.4 0.48

MPI MPIM, Germany mpi-esm-lr 10.9 -58.2 -8.1 11.6 0.55

MRI MRI, Japan mri-cgcm3 8.5 -56.2 -8.4 10.3 0.55

NCAR NCAR, USA ccsm4 9.2 -57.6 -8.1 11.1 0.56

NCC NCC, Norway noresm1-m 10.6 -54.1 -8.5 11.0 0.52

Frequency is expressed in % (of DJFM days), severity in �C day, intensity in �C, duration in days and extent in fraction of the WE domain.

Period: 1979–2008

(a) QU10 in EOBS (b) Coldevents in EOBS (c) Multi-model bias

Fig. 1 a 10th percentile of Tmin over Europe in EOBS and WE

domain; b Number of cold events (one or more grid point below the

Q10) for EOBS, according to their extent and duration. Dashed white

lines indicate the events defined as cold spells; c Same but for multi-

model bias in historical simulations (HIST-EOBS). Crosses indicate

regions where the sign consistency between models is higher than

80 %. Period: 1979–2008; Season DJFM
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increase by the end of the twenty-first century, severity

decreases drastically for all models except GFDL (from

-60 to -80 %). Though for some models some differences

are found in the duration and extent parameters, this

decrease is mainly due to a weaker intensity of WECS. In

line with the results of de Vries et al. (2012), the duration

parameter does not exhibit any significant change in all

models. The extent parameter is even less sensitive to

global warming. Conversely, all differences (except for

GFDL) are significant at the 90 % confidence level for both

severity and intensity parameters. The weak sensitivity of

GFDL, that is discussed in Sect. 4.4, is consistent with its

relatively low change of mean temperature over Europe in

RCP8.5 (?2.5� C in average over the WE domain, which

represents the lower range of changes predicted by the

models).

4.3 Multi-model response of large-scale circulation

and surface radiation for Q10F WECS

To discuss the possible contribution of large-scale

dynamics to changes in WECS (using the Q10F threshold

in RCP8.5), Fig. 6 shows high CSSI composites of Tmin

and SLP over North Atlantic and Europe. The decrease of

the WECS intensity over the whole WE domain (Fig. 6b) is

associated with a weakening of the NAO- pattern (Fig. 6d).

Models are in good agreement over the Mediterranean Sea

where they exhibit an anticyclonic anomaly that favors the

advection of warm air from north Africa and south Atlantic

over the WE domain. This fairly robust dynamical response

tends to decrease WECS intensity at the end of the twenty-

first century.

Figure 7 shows the same composite analysis for surface

net radiation (Rnet), total and shortwave cloud radiative

forcings (CRF and CRFSW), as well as clear-sky albedo

(ALBCS). ALBCS is indeed a good indicator of the snow

cover/albedo feedback, which is supposed to play a sig-

nificant role in climate scenarios (Qu and Hall 2006; Levis

et al. 2007). The Rnet response (Fig. 7b) is in sign agree-

ment with the Tmin change depicted in Fig. 6b, with a

strong increase in the amount of radiation absorbed at the

land surface. Conversely, the CRF response (Fig. 7d)

shows a weakening of the absorbed radiation during WECS

that mitigates the surface warming. Over the northeastern

part of the WE domain, this effect is mainly related to a

decrease of the shortwave radiation (Fig. 7f) associated

with an increase of the total cloud cover fraction (not

shown). Over the southern part of the WE domain, the

decrease in longwave radiation (not shown) is predominant

and suggests a decrease of high-level clouds that limits the

greenhouse effect. Thus, the response of cloud cover pro-

cesses, related to changes not only in total cloud cover but

also possibly in cloud properties and vertical distribution,

has a negative contribution on the surface energy budget in

average over the WE domain.

Concerning surface processes, Fig. 7h depicts a strong

decrease in clear-sky surface albedo at the end of the

RCP8.5 scenarios. It highlights the effect of the snow cover
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Fig. 5 a Frequency of cold

spell days in winter (DJFM) for

Q10P and Q10F WECS;

b Response of WECS statistics

for Q10P in RCP8.5

simulations, expressed as the

departure from HIST (%). Stars

indicates the 90 % confidence

level for severity differences

based on a Student t test;

c Same as b but for the Q10F

threshold. Period: 2070–2099
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Similar methodology as for heat waves.
c Peings et al., 2012, Clim. Dyn., Figs 1 and 5.

�

See also: De Vries et al. 2012 (GRL).
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Context
I W-European T extremes are associated with persistent H systems (blockings).

Cassou et al. 2005, Schneidereit et al. 2012, Sillmann et al. 2012...

I The Scandinavian blocking is a recurrent pattern throughout the year (EOF 3).
Barnston & Livezey 1987, Wettstein & Wallace 2010...

I It blocks the westerlies and induces cold episodes in winter / warm in summer.
Rex 1950, Slonosky et al. 2001...

I This season-dependent SLP-T relationship is well captured by climate models.

I The SLP-T regression is �1.4K/10hPa in January & 2.0K/10hPa in July.

  

Feb 6-12, 2012 Jul 20-25, 2006

SLP anomaly of cold spell Feb 2012 & heat wave July 2006

c Cassou and Cattiaux, 2016, Nature Climate Change.
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Context
I W-European T extremes are associated with persistent H systems (blockings).

Cassou et al. 2005, Schneidereit et al. 2012, Sillmann et al. 2012...
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Barnston & Livezey 1987, Wettstein & Wallace 2010...

I It blocks the westerlies and induces cold episodes in winter / warm in summer.
Rex 1950, Slonosky et al. 2001...

I This season-dependent SLP-T relationship is well captured by climate models.

I The SLP-T regression is �1.4K/10hPa in January & 2.0K/10hPa in July.

Composites of daily T anomalies over days with SLP index > 1�
CNRM-CM5 historical simulation + ECA&D stations 1950�2012

c Cassou and Cattiaux, 2016, Nature Climate Change.



Context
I W-European T extremes are associated with persistent H systems (blockings).

Cassou et al. 2005, Schneidereit et al. 2012, Sillmann et al. 2012...
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I It blocks the westerlies and induces cold episodes in winter / warm in summer.
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I This season-dependent SLP-T relationship is well captured by climate models.

I The SLP-T regression is �1.4K/10hPa in January & 2.0K/10hPa in July.
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Daily T index vs. daily SLP index (illustrations)

c Cassou and Cattiaux, 2016, Nature Climate Change.



The European climate seasonal clock

July

SLP-T regression:

2.0K/10hPa

Obs. estimates (20CR/NCEP/ECA&D | 1950�2010)
CNRM-CM5 piControl (1000 years)

January

SLP-T regression:

�1.4K/10hPa

c Cassou and Cattiaux, 2016, Nature Climate Change.
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The European climate seasonal clock
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SLP-T regression:
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Obs. estimates (20CR/NCEP/ECA&D | 1950�2010)
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The seasonal clock in a warmer world

CNRM-CM5 piControl (1000 yrs)
CNRM-CM5 rcp85 (5 members 2070�2100)

c Cassou and Cattiaux, 2016, Nature Climate Change.



The seasonal clock in a warmer world

The winter onset

is slightly delayed.

The regression

increases in

summer (� %).

CNRM-CM5 piControl (1000 yrs)
CNRM-CM5 rcp85 (5 members 2070�2100)

The regression

decreases in

winter (� &).

The summer

starts �25 days

earlier.

c Cassou and Cattiaux, 2016, Nature Climate Change.



The seasonal clock in a warmer world

The winter onset

is slightly delayed.

The regression

increases in

summer (� %).

CNRM-CM5 piControl (1000 yrs)
CNRM-CM5 rcp85 (5 members 2070�2100)

The regression

decreases in

winter (� &).

The summer

starts �25 days

earlier.

c Cassou and Cattiaux, 2016, Nature Climate Change.



Earlier summertime weather conditions
I Detectable trend of � �2:5 days/decade since the 1960s.

I Attributed to NEU snow cover decline induced by ANT forcing (not shown).

Summer start dates for 30-yr running periods

Obs. estimates (NCEP 1948�2014 | 20CR 1870�2012)
CNRM-CM5 piControl 90%-level C.I from 1000 random 30-yr periods

CNRM-CM5 historical+rcp85 (10 members 1850�2005 | 5 members 2006�2100)

c Cassou and Cattiaux, 2016, Nature Climate Change.



Summary



So far.

Europe is projected to warm, with distinct summer/winter patterns.

Summer T variability is projected to increase in line with the soil drying.

Winter T variability is projected to decrease in line with the snow retreat.

Summertime conditions are projected to occur earlier in the year.

Projected changes in the atmospheric dynamics are uncertain, and recently

observed trends might result from internal variability.

Next?

Reduce uncertainties in future projections through emergent constraints.

Generalize the day-to-day index both spatially (global scale) and temporally

(week-to-week, month-to-month, year-to-year, etc.).

Investigate changes in the persistence of the mid-latitude �ow, rather than in

its trajectory (e.g. Yiou et al., in prep, using �ow-analogues).
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