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Chapter 1

Introduction: a brief description of the
SURFEX system

Surface modelling in numerical weather prediction has géudaeld an important place in the activities of
the Centre National de Recherches Météorologiques (CNieMafter). In the late 80’s, Isbal¢ilhan et

al. [1989], Noilhan and Mahfouf1996]), a soil vegetation atmosphere transfer schemer@dotion between
Soil Biosphere and Atmosphere) has been developed andatdiorbetter simulate the exchanges of energy
and water between the land surface and the atmosphere ms.dbba model has been designed to be sim-
ple and efficient in order to be put into operations at Mé&ance. Isba scheme computes the exchanges
of energy and water between the continuum soil-vegetatimw and the atmosphere above. In its genuine
version, the evapotranspiration of the vegetation is oiliett by a resistance like proposed Igrvis[1976]

. A more recent version of the model named Isba-A-Qalyet[1998]) accounts for a simplified photo-
synthesis model where the evaporation is controlled by peetare of the stomates, the component of the
leaves that regulates the balance between the transpigatibthe assimilation of CO2. Nowadays, Isba land
surface scheme is used in the French operational and resieaecast models. Thanks to the efforts made
by the research community at CNRM, French numerical weatdfeatiction models have always been at the
forefront of research in terms of surface modelling. Moreergly, the modelling of urban areas has began
to be of great interest in the research community. In 200 (Eown Energy Balance) model, specially
designed to represent the exchanges between a town andrtbspiiere has enabled advanced studies in
this direction Masson2000]). The TEB model is based on the canyon concept, whiengrais represented
with a roof, a road and two facing walls with characterisiitaying a key role in the town energy budget.
More especially, the ability, of the canyon to trap a fractaf the incoming solar and infrared radiation is
taken into account in the model. A special effort has beenenthid last years to externalize the surface
scheme from the embedded surface-atmosphere Meso-NH nibitkeimain idea was to gather all the de-
velopments and improvements made in surface schemes intoneake them available for as many people
as possible. Not only physical parameterizations have brtmnnalized, but also the preparation of specific
surface parameters needed by physical schemes and tladization of all state variables of the different
models: SURFEX (stands for surface externalisée) systambmrn. Moreover, the surface representation
has been improved and thus Surfex system has been enharibeéberspecific treatment for water surfaces.
Indeed, up to now, the exchanges of energy between watercssrind the atmosphere were treated in a
very simple way, while now a physically based model have beenduced to build a more complex but
accurate surface model, available for all atmospheric sodéere are two possibilities to compute fluxes
over marine surfaces. The simplest one consists in usingnGblks approach to compute the roughness
length and fluxes with a constant water surface temperat8ezondly, a one-dimensional ocean mixing
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layer model has been introduceldepeaupin[2006]) in order to simulate more accurately the sea surface
temperature (SST hereafter) and the fluxes at the sea/aifdoe. This model based dbaspar[1990]

, will be very helpful especially at meso-scale to betterespnt diurnal cycle of SST. At meso-scale, a
good representation of lakes is of great interest espgdi@allNorthern countries. In order to improve the
treatment of lake areas, the simple but robust Flake maddebfiov [2005]) has been implemented within
Surfex system. It allows to have an evolving lake surfacepnature and a good description of the energy
exchanges within water.

ATMOSPHERE

interface

radiative properties: A atmospheric forcing:

- albedo - air temperature

- emissivity - specific humidity

- surface radiative temperature - wind components

- pressure

surface fluxes: - rain rate

- momentum - snow rate
S - sensible heat - CO2, chemical species,

- latent heat aerosols concentration
U - Cco2 . .
R - chemical species radlatlve_ fqrcmg.

- aerosols - solar radiation
F \ - infrared radiation
E
X surface

F=fFn+fiF1+ ftFt+ fsFs
Fn Fi Ft Fs
I I I I
nature lake town sea
fn fi fe fs

Figure 1.1: Description of the exchanges between an atneoispimodel sending meteorological and radia-
tive fields to the surface and Surfex composed of a set of phlysiodels that compute tiled variablés
covering a fraction f of a unitary grid box and an interface where the averagedbbasF are sent back to
the atmosphere

In Surfex, the exchanges between the surface and the aterespte realized by mean of a standardized
interface Polcher et al.[1998], Best et al[2004]) that proposes a generalized coupling between the-at
sphere and surface. During a model time step, each surfétdgx receives the upper air temperature,
specific humidity, horizontal wind components, pressuoéaltprecipitation, long-wave radiation, short-
wave direct and diffuse radiations and possibly conceptratof chemical species and dust. In return,
Surfex computes averaged fluxes for momentum, sensibleatent heat and possibly chemical species and
dust fluxes and then sends these quantities back to the dirrespith the addition of radiative terms like
surface temperature, surface direct and diffuse albed@ksadsurface emissivity.

All this information is then used as lower boundary conditidor the atmospheric radiation and turbulent
schemes. In Surfex, each grid box is made of four adjacefcas: one for nature, one for urban areas,
one for sea or ocean and one for lake. The coverage of eacles# surfaces is known through the global
ECOCLIMAP databaseMasson et al[2003]) , which combines land cover maps and satellite mfation.
The Surfex fluxes are the average of the fluxes computed owerenaown, sea/ocean or lake, weighted by
their respective fraction.
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2.1 Simple parameterization

2.1.1 Free water surfaces

For ocean surfaces and over inland waters, all the prognestiables are kept constant.

The surface fluxes are calculated using Eqgs. 4.127, 4.12804nd Eqgs. 4.153, 4.154, 4.155 of Isba, taking
the relative humidity of the ocedn: = 1, andveg = ps,, = 0. The roughness length is given by Charnock’s
relation:

2
0sea = 0.015“—9* 2.1)

2.1.2 Seaice

Sea ice is detected in the model when sea surface tempef(&8iE) is two degrees below’O (i.e.
271.15 K). In this case, in order to avoid an overestimatibthe evaporation flux, the calculations are
performed with the roughness length of flat snow surfaces:

Z0ice = 10_3m (22)

In the same manner, the sea ice albedo is set equal to thesfreghalbedo instead of the free water albedo.
This leads to a much brighter surface. This has no effect erséta ice cover (since there is no evolution
of the sea surface parameters), but modifies the lower boyrst@rtwave flux input for the atmospheric
radiative scheme.
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CHAPTER 2. WATER SURFACES 15

2.2 Sea surface turbulent fluxes

In this section, we introduce the various sea surface fluegarpeterizations available in the SURFEX
surface scheme. In addition to the direct parameterizatiom Louis (1979), we present two iterative
parameterizations: the COARE3Rxfrall et al. [2003]) and ECUME Belamari[2005]) parameterizations.

2.2.1 Bulk equations

Bulk parameterizations estimate the surface fluxes fromnnmegteorological gradients in the atmospheric
boundary layer. This method 's aim is to determine the tremnsbefficients that directly link the surface flux
with the meteorological gradients between the surface dnteasurement’s height'L{u et al.[1979]).

The surface turbulent fluxese. the stress or the momentum flux.,, the sensible heat fluk ., and the
latent heat flux. F,., are expressed by:

|7 sea = paW = _pauz

Heq = paCp, W0 = —pacp, usby (2.3)
LEgeq = paﬁvw/q/ = _paﬁvu*Q*

wherew’, 8’ andq’ are the vertical perturbations of wind, temperature paatmind specific humiditys.,
0. andg, are the characteristic scale parameters from Monin-Obukho
Considering the bulk parameterizations using transfefficoents:

|7?|sea = _paCDU2
Heq = pacp,CrU (05 — 04) (2.4)
LEg, = pa‘chEU(QS - QQ)

s indicates sea surface variables whereawdicates atmospheric variables at first levélis the mean value
of the relative wind. Here, we choose the atmospheric cdiamri. e. fluxes are defined positive in case of
energy benefit for the atmosphere.

From equations (2.3) and (2.4), we can write:

Us \ 2
Cp = (F)a
CH = U(z:_*gs) (25)
_ UG+
CE = Tlga-a

In a general way, the transfer coefficient for tRevariable is:
W

T UAX

with X equal D for drag, H for heat andFE for evaporation and\ X is the gradient ofc (= u, 6 or q)

between the ocean surface and the atmospheric low level.
Each coefficient is divided in two components:

Cx (2.6)

1
Cx =cic] (2.7

that could be expressed following the Monin-Obukhov’s tode theory as a function of the first atmo-
spheric level height z, of atmospheric stratification witpaaameter, of roughness lengths({, 2o, and
2p,) and of the Von Karman’s constant

1 1 1
C% (C) = C;lonFa?(Ca R, C:c210n) (28)
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1 K
o 2.
z10n ln( ij ) ( 9)

Roughness lengths are generally computed thanks t8rtiith[1998]'s relationship:

2
2o = S | OV (2.10)
g Us
whereq (also called the Charnock ’s constant) ahdre numerical constants ands the dynamical viscos-

ity.

Each of the following parameterizations uses its own clesiypothesis with a theoretical method or result-
ing from experimentation to determine the exchange coefiisi from neutral transfer coefficients at 10m
Cpyons CHyo, aNdCE,,, (i.€. for ¢ = 0) and from a stability functiorF,, and roughness lengthsgbeaupin
Brossier[2007]) .

2.2.2 Louis[1979]'s parameterization

The closure relationship allows to determine the exchange#icients at the air-sea interface from the neu-
tral transfer coefficients at 10 meters and thoelis[1979]'s functions that depend on the stability evaluates
from the Richardson numbéti. According to the equation 2.8, exchanges coefficiéhisandCy; are:

CD = CDlOn X fD(RZ z Zo)
1 1
Cu = CDlOnCHIOn X fD(Rl Zs ZO)}_H(RZ Zt,Zot) 012?1071012{1071 X (f}{(Ri,Z, Zt,Zo,Zot))Q

(2.11)
The exchange coefficient for evaporation; is here equal to the heat coefficierif; .
Louis’s functionsFp andFy; are:
1
bx Ri 2 .
(A=) JorRi<o
FX(Rivzvztvz()szz) = 2 (212)
ﬁ fOT' RZ > 0
X /1+C/XR,7,'
Numerical values of constant$, b, V', ¢, ¢ for Fp are Mascart et al[1995], Giordani et al.[1996]) :
A=1
bp = by =10
dp=5
PM
e = bpCpy,, CM. (%) (2.13)
3
CM. = 6.8741 + 2.6933 In (£ ) — 0.3601 In (22 ) +0.0154 In (22
’ 2 o
PM = 05233 — 0.0815 In (2 ) —|—00135ln(‘370) ~0.0010 In (22
and forF}; are:
_ In(z/20)
A= In(zt/20)
by = by =15
dy =5
PH
CH = bHCDwnCH* (Z—t) (2'14)
Z Z 2 Z 3
CH. = 3.2165 + 4.3431 In (%) + 05360 In ( Ot) ~0.0781 In (%)
Z Z Z 3
PH = 05802 — 0.1571 In (2 ) + 0.0327 In Ot) ~0.0026 In ()
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CHAPTER 2. WATER SURFACES 17

Neutral transfer coefficients at 10v'(,,, andCp,,,,) are given by Eq. 2.9, where roughness lengths
andz, are estimated with a distinction between the free sea watktiee sea ice by a temperature criterion
with a threshold at -2C (Tab. 2.1). In sea ice case, roughieeggh are the same than for the snow. Over
free seawater, roughness lengths are reduce tGhlaenock{1955]’s relationshipi(e. « = 0.015 ands = 0

in Eq (2.10)).

‘ 2o (m) ‘ 20, = 20, (M) ‘
T S _2C Zoseaice = zosnow = 1073 ZOT.seaice OTsnow = ]‘074 (215)
T > —2C 0.015" 0.015"

Table 2.1: Roughness lengths in Louis’sparameterization.

The Richardson’s number is defined for a lay®et as the fraction of its potential energy and its kinetic
energy:
 gBATAz  gB(Ts —Ty)2

Ri 72 = 72 (2.16)
where g is the gravity an = —pia% is the thermal expansion coefficient.

2.2.3 lterative parameterizations

Bulk equations could be resolve with iterative methods enstlability parameter and the characteristic scale
parameters from Monin-Obukhov. Convergence criteria \aegording to the parameterizations. They
also differ in the representation of various processes agsvaffects, sea spray, seawater salinity effect
on evaporation, wind gusts and especially in the calculatibthe roughness lengths or of the transfer
coefficients Brunke et al[2003]) .

TheLiu et al. [1979]'s algorithm is the most used iterative algorithm fioe turbulent air-sea fluxes com-
putation and was also a base for new parameterizations afewuehts [for example, COARHE-4&irall et

al. [1996b],Mondon and Redelsperggtr998]) or the ECUME parameterizatioBélamari[2005]) ].

The COARE parameterization

The COARE (Coupled Ocean-Atmosphere Response Experiraaiithm development was developed
during the TOGA (Tropical Ocean and Global Atmosphere) @rpent and several versions were produced
since then. The 2.5b versiofirgirall et al. [1996b]) in particular was successfully used during sdvera
measurement campaigns in several location overall theeglob

The COARE parameterization is based on the LKB model. Theldetf equations could be found kairall

et al. [1996b,a] andGosnell et al.[1995] for the 2.5b version. Th®ondon and Redelsperg¢t998]'s
parameterization available in SURFEX sea scheme is a @#climof this COARE algorithm version with
different numerical values for the Businger’s functionsl @amthe gustiness correction computation.

Taking into account air-sea interaction data from the NORRL. dataset and the HEXMAX data reanalysis,
the algorithm validation had been extended leading to thieviersion 3.0 of the COARE algorithridirall

et al. [2003]) that is available in the SURFEX sea surface schdrabdaupin Brossier et a]2008a]) .

The COARE 3.0 parameterization main characteristic are:
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1. FunctionsF'x in Eq. 2.8 are defined by:

1

FX(C) = I
c.rQIOn
<1—T%<<>> (2.17)
(=z/L
with similitude functions from Monin-Obukhov:
Use X 4
“x = Tax
11 1
Cx =cicg = ChonFeCpionFa
U X 5 K2
SO = F$Fd
UAX i () in (2)
v zn(%)_wm(Z/L)
0s—0a — ln(%)_%(zm (2.18)
Qs _ K
ds—{a ln( ) wq(z/L)
where ,,, 1 and ¢, = 1 are modified Businger ’'s stability functions that de-
pend on Monin-Obukhov parametgf = £ and that correct the logarithmic wind, tem-
perature and humidity profiles in the atmospheric boundayel according to its stability.
| <=3 | Y (() = | Yn(Q) =
2 ((—14.28 C—14.28)
stable | —(1+¢) — 2E129 8505 | —(1+2¢)15 - 282258 8525
(¢ >0) I' = min(50,0.35¢)
unstable: (1 = )Ymr + fyme | . (1= f)nk + fone
(€ <0) [= (1_0472)
Kansas | ¢ = 2In(2) + in(1£2) Gnie = 20n(1£L)
—2arctan(zr) + §
with z = (1 — 15¢)1 with z = (1 — 15¢)2
Convective Yo = Sln(LELEL) Yne = S (L)
—farctan(%\’/tl) + \2— farctan(%\’/tl) + \/i—l
with y = (1 — 10.15¢)3 with y = (1 — 34.15¢)3
and

2
n
T Uy

Ln-l—l -
kg 07 + 0.61Tq%

2. Transfer coefficients are estimated from characteristee parameters of Monin-Obukhow, ( 6,
andg,) and from atmospheric gradients according to Eq. 2.5. Smai@meters and roughness lengths
are computed by iterations.

n+1 )

’ In(%) — ¥m(C"H)
9n+1 _ H(ea - 08)

' In(5) — ¥n(¢mH)
qn+1 _ ”(Qa - qS)

' In(5) — ¥n(CmH1)

(2.19)

(2.20)

(2.21)
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The iterations number is reduced to three due to a bettergbagid of the stability parameter with a
bulk Richardson’s numbeRi, (Grachev and Fairal[1997]) (Eq. 2.16).

3. In zy expression (Eq.2.10)7 is 0.11 and the Charnock’s parameter is a wind dependeningsea
(Hare et al.[1999]) :

a=0.011 if U<10m.s~!
a=0.011 + (0.018 — 0.011)(U — 10) if U <18 m.s~! (2.22)
a=0.018 if U>18m.s™ !

Then,zy, andz, are directly obtained by the formulae:

v 0.6
20, = 20, = MIN (1.15107%,5.5 107° ( )

20U

4. A reduction of 2% of the specific humidity at saturation jgpked due to a reduction of saturated
vapor pressure linked to the seawater salinity [i. e. 34 pHus[1972] |

ds = 0.98 x QSat(es) (223)
whereq,,; is the specific humidity at saturation.

5. The relative wind could be increased by a correction dugustinessu,:
U= /|v]> +w? (2.24)

wy = Bgust (0f-201)3 (2.25)

where

« Ly
bf = MAX (0, g“T )

R, R,
T, =T {1 == -1 — —1)Tq.
(g )t (R )

2y IS the atmospheric boundary layer height (fixed to 600 mgteis, . is a constant equal to 1.2.
R, and R, are ideal gas constants for the water vapor and air, respécti

6. As rainfall contribute to cool the ocean and add a suppttang drag in surface, two corrections
(Fairall et al. [1996b]) andH,, (Gosnell et al[1995]) could be added to turbulent fluxes:

RU
- 2.26
"= 3600 (2.26)
. 1
H, =Rep, e(Ts — Tp) <1 + E) (2.27)

R the precipitation rate in mmH, andR in kg s™%; ¢,, is the water specific heat (4186 J K&K ~');
B = 22T is theBowers fraction anck is the dew point factor:

LAq
Ry Ld, dg
=1/ (142 20
‘ /<+RydhcpdT>

with £ the water latent heat of vaporizatios, the air specific heaif, andd;, are vapor and heat
diffusivities.
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7. Roughness length) could also be calculated with schemes that take waves gf@atoughness into
account :
45
= By (&) " +o112
Qost et al., 2002 : va (0 729U )2 (2.28)
Cuwv = 5=(0.729U)

4.5
200va (Hw) +0.112
Taylor and Yelland, 2001 (0.72907)2 (2.29)
= 0 018U2 x (1 +0.015U)

The ECUME parameterization

The unified parameterization or ECUME (Exchange Coeffisiérm Unified Multi-campaigns Estimates)
is a bulk iterative parameterization developed in orderlitam an optimized parameterization covering a
wide range of atmospheric and oceanic conditiofeill et al.[2003]) .

Based on the LKB algorithm, ECUME includes an estimationaitral transfer coefficients at 10m from
a multi-campaign calibration derived from the ALBATROS @adse that collects data from five flux mea-
surement campaigns:

*+ POMME “Programme Océanique Multidisciplinaire a MoyerEchelle”,

FETCH “Flux, Etat de la mer et Télédetection en ConditienFetch”,

SEMAPHORE “Structure des Echanges Mer-Atmosphére, ri&i@s des Hétérogénéites Océaniques
: Recherche Expérimentale”,

CATCH “Couplage avec I'ATmosphere en Conditions Hiveesa,

EQUALANT99.

A more detailed description of each campaign could be fonlgill et al.[2003] andBelamari[2005] .

A similar post-treatment was applied to the five campaigria ttaderive the drag coefficierip,,, , the
heat coefficienCy,,, and the evaporation coefficieftz,,, as neutral 10m-wind functions (Figures 2.1,
2.2 and 2.3).

The ECUME parameterization main characteristic are:

1. Animportant effort was done on the ECUME algorithm in artieassure the convergence in maxi-
mum 20 iterations for every kind of conditionBélamari[2005]) . The iterative sequence is stopped
when the difference between the scale parameters betweritdrations is inferior to prescribed
threshold that are.10~* m s~! for u,, 2.10~* K for 6, and2.10~7 kg/kg for ¢.

The closure relationship is the multi-campaign calibmatad the neutral transfer coefficients at 10
meters.

2. The stability functions are Businger ’s functions witffelient coefficients than COARES3.@1,, and
Yy, depend on the Monin-Obukhov’s length= 7 which is computed as described in the following
equations:
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cd10n x 1000
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Figure 2.1: Multi-campaign calibration of the neutral daxgfficient at 10 meter§’p,,, .
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Figure 2.2: Multi-campaign calibration of the neutral heagfficient at 10 meter§S'y,,, .

2.5~ -

celOn x 1000

0.5 -

PR T I S N I Y S IS SO O AN SNN BO U
00 5 10 15 20 25 30 35 40 45 50

ul0n (m/s)

Figure 2.3: Multi-campaign calibration of the neutral evegiion coefficient at 10 mete(sg,,, .
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e For wind:
gk2(Ts (1 + roq) + r0Tqy)

ZL =
T(1+roq) X [MAX (uy, 1.1079)]2
with ro = Rv/Ra — 1.
si ZL>0 =z/L=MIN(ZL,0.25) (2.30)
si ZL <0 z/L = MAX(ZL,—200) (2.31)

» For temperature and humidity:

(/L) =2/Lx 25 (2/L)y=2/Lx 2

Finally:
L ¢=5 | Ym(¢) = | Q) =
stable —I¢ -T¢
(€=>0) r=7
unstable: (1= Hvmr + fome (1 — Hbng + fone
2
(€ <0) f= 1.0C+<2)
Kansas | i = 2n(5%) +In(H5=) | vnk = 2In(5%)
—2arctan(zr) + §
with z = (1 — 16¢)1 with z = (1 — 16¢)?
Convective Ve = %an(?f}in) - %lnngFyH)
—\/ga?”Ctan(y—\/g) + % —\/garctan(y—\/g) + %
with y = (1 — 12.87¢)3 with y = (1 — 12.87¢)3

. The roughness length is given by the Smith ’s relationgBgp 2.10) withae = 0.011 and = 0.11.

. The reduction of 2% of the specific humidity at saturatioe tb seawater salinity is applied (eq. 2.23,
Kraus[1972] ).

. The gustiness correction could be applied (Eqg. 2.25).

. The corrections due to precipitatiap) and H,, according toFairall et al. [1996b] andGosnell et
al. [1995] could also be computed in the ECUME parameterizatigg. 2.26 and 2.27).

. The Webb ’s correction/(F,,.;») is @ correction applied to the latent heat flux. It is due talensity
variations when the humidity vary under the evaporatiomactf w is the mean value of the vertical

perturbations,
w!'T’
w = 1.61w'q + (14 1.61¢q) =

(2.32)

the Webb s correction expression is:
LEWebb = paﬁwq (233)
where/ is the latent heat of vaporization for water.

. No waves effects are taking into account in the ECUME patarization.
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Short summary

Cpion, CH1on

LOUIS
20 20 = “%* (Chamnock[1955]) if T > —2C orzg = 2,,,, if T < —2C
U U = 9|
stability functions NumericalLouis[1979]'s functions
Tsea = —pCpU?
Hgeq = PacpaCHU(gs - 9(1)
LEscq = paLyCrU(¢s — qa)
COARE3.0
20 zo = a(u)% + ﬁ—’*’ Smith[1988] orQost et al[2002] orTaylor and Yelland2001]
U U = | orU = ,/|7]? + w2 (gustiness)
stability functions Modified Businger’s functions
Tsea = —p,CpU? +7, (Fairall et al. [1996b])
Hgeq = paCp, CrU (85 — 0,) +H, (Gosnell et al[1995])
LEscq = paLyCrU(¢s — 4a)
ECUME
20 20 = "2 + 2 (Smith[1988])
U U = 9| orU = /|7]* + w? (gustiness)
stability functions Modified Businger’s functions
Tsea = —p,CpU? +7, (Fairall et al. [1996b])
Hgeq = paCp, CrU (65 — 0,) +H, (Gosnell et al[1995])
LE,., = paﬁvCEU(qs — qa) +LEvwen (WEbb et aI[1980])

neutral coefficients calibrated at 10m
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2.3 Coupling with a 1D TKE oceanic model

2.3.1 Coupling objectifs and principles

The main objective of the coupling is to improve the fine sedlesea exchanges modelling in the SURFEX
surface scheme. To better represent the fine scale airt&gadtions, it is necessary to take into account the
oceanic dynamics and the thermal content evolutia@béaupin Brossier et aj2008b,c]) .

The coupled system’s principle consists in modelling a seamcolumn under each grid point containing
a fraction of sea and limited by the bottom (Figure 2.4). Tkeam model used is the uni-dimensional
model described baspar et al[1990] [see section 2.3.2] which allows to represent theanimevertical
mixing according to a parameterization of turbulence frBougeault and Lacasgre [1989] adapted to
ocean. By the turbulent vertical mixing modelling, the 1»ans model allows to represent the heat, water
and momentum exchanges from the superficial oceanic layelisdct interaction with the atmosphere and
subjected to radiative effects, to the deepest layers.

2.3.2 Description of the 1D oceanic model in TKE equation

The 1D model includes a prognostic equation for the turbikéretic energy (e) with a 1.5 order closure.
The other prognostic variables are the temperature (T)sdligity (S), and the currenti[= (u, v)].

) Fir Atmospheric model
|

I CONVECTION

Fsol I I
| I WIND
ATMOSPHERE _' '_. '_. '_. P q
h «a & s M
SURFEX (surface scheme) H LE=£xE

Figure 2.4: The high-resolution ocean-atmosphere couplstem between (MESO-NH) SURFEX and the
1D oceanic model.
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Prognostic equations for T, S, uand v

Each of the prognostic variables)(is decomposed in a mean valad @nd a perturbation around this mean
value ¢'), soa = a + o/. For each seawater column, T, S, u and v evolve under thel&mbuertical
mixing effect. This mixing depends of air-sea interface ésix

The conservative equations are:

8_T — Esol 81(2) _ oT'w'’
ot~ pocp Oz 0z
) G/
%—f _ _agzw (2.34)
ot _ __ f1.o o 0w’
a9t — f]f X U Oz

wherew is the vertical velocityp, is a reference density,, is the specific heatf is the Coriolis parameter.
k is the unit vertical along the verticak,; is the solar radiation received by the surface, @tg) is the
solar radiation fraction reaching the depth/z) function decreases exponentially with depth).

The conditions at the top of the model (z=0) are:

_T/w/(o) — Fnsol — H+LE+FZT

POCp POCp
—S/(0) = £-F (2.35)
—iw'(0) = =L

Fluxes are positive here downwards.

Finally, the forcing variables to give to the oceanic modet a

« the solar radiatior,,

the infra-red radiatiorf;,

the evaporation rat& proportional to the latent heat flux = LTE

the sensible heat fluk

the zonal and meridional stress componenhis (7, 7))

* the precipitation raté®

F,so 1s defined as the sum of the sensible H, the latent heat flux dBleinfra-red radiatiorF;, and is
named non-solar flux.
The closure relationships are given by:

T T
T'w' = Kpg;

S = K, %8 (2.36)

—T = K 2

9z
The K, are diffusivity coefficients linked to the turbulent kinegnergy by:
K,
K=cplye? = K= Ky = = ~ K, (2.37)
Prt

wherecy, is a constant to determing; is a mixing length andPrt is the Prandlt's number.
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Prognostic equation for turbulent kinetic energy

The equation for TKE = (u”? + v'2 + w'?) is given by:

e ' = Ik —
ge _ 0 <m+pw>_ww/x@+uw/—e (2.38)
Po 0z

wherep is pressure¢ = Celeég is dissipationp = g% is the buoyancy. The seawater density is diagnosed
from temperature and salinity:

p=po+ (T = Thes) X [~0.19494 — 0.49038(T — Tpey)] + 0.77475(S — Sye)

whereT,..; = 13.5 C, S,y = 32.6 psu andpy = 1024.458 kg/m?.
The vertical TKE flux is parameterized:

) oe
_ (aw I ﬂ) - g% (2.39)
00 0z
with
K, = cl.e? (2.40)
The Bougeault and Lacarrere mixing length are:
le = (lula)? (2.41)
Iy = min(ly,ly) pour k = h,s and m (2.42)

I, andl (for “up” and “down”) are estimated as the upwards and dowdwalistances for which the kinetic
energy is transformed in potential energy:

N ) AL / ’

o2) =L [" " [p() ~ () (2.43)

_ g z=la _ / /

o)=L [ [p(z) - pl))dz (2.44)
Po Jz

Discretization

The temporal integration scheme is a semi-implicit scheaneTfand S. For the horizontal curreft =
(u,v), the integration scheme is implicit/semi-implicit.

The discretization is here described in detail for the terafpee. The same could be done for the salinity,
the TKE and the current in complex notatiah - u + iv, i2 = —1).

The equation

T Fsal 0I(z) 0 —K@
ot poc, 0z 0z 0z

is decomposed as:

t+1 _ it T+l _ pttl T+l _ ot
Tk Tk _ Fsol 81(2) + 1 [K(kf + 1) k+1 k - K(]{) k szl] (245)
At poc, 0z Az (k) Az (k) Az (k)
K(k) 1 K(k+1)—K(k)) ( K(k+1)) 1 F,,; 01
t+1 [ t+1 (L t+1 [ _ L ol
T ( AZlAZQ) + 1 (At * Az1 Az T Ten Az1 Az AtTk pocy 0z
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In a matricial writing following the vertical levels (k):

1\ _ 1 Fsol 8](2’)
M] (Tt+)_Kt(Tt)+[pocp =] (2.46)
0
o 0
e 247
0 .
0
1 K(k+1) - K(k)
ak_E—i_ AzlAZ’Q
. K(k)
ﬂk_ AZlAZQ
K(k+1)

TS T A Ay
[M] is a tri-diagonal matrix to invers.

The vertical grid must be a z-coordinates grid as descrilyefidp. 2.5.

Figure 2.5: Vertical grid description of the 1D oceanic middem Gaspar et al. (1990) .

To take into account the bathymetry effects on the oceaniticae mixing, we introduced a bathymetry
index (as the sea-land mask) which is worth 0 for free sea dadlévels under the sea-bed. For the vertical
levels which have a bathymetry index equal to 1, we imposetbgnostic variables values equal to the last
free-sea level values. The 1D model thus does not carry guesergy transfer towards or coming from the
bottom. Only the energy contained in the higher free lev@taken into account.

We also introduced a diagnosis of mixed layer depth. The dhiager base is diagnosed with an arbitrary
criterion on the density profile: we assume that the thermeatorresponds to the vertical level for which
the seawater density is superior to a 0.02 kg’mariations compared to the density for a reference level
(taken at 5m depth).

Finally, the oceanic model must be initialized in tempematsalinity and current either from an oceanic
analysis or from climatologies.
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2.4 Inland Water: Lake Model FLake

In this section, a lake model (parameterisation scheme&htaf predicting the temperature structure of
lakes of various depth on time scales from a few hours to maaysyis presented. A detailed description
of the model, termed FLake, is given Mironov [2008]. FLake is an integral (bulk) model. It is based on
a two-layer parametric representation of the evolving terafure profile within the water column and on
the integral energy budget for these layers. The structbitbeostratified layer between the upper mixed
layer and the basin bottom, the lake thermocline, is desdrilsing the concept of self-similarity (assumed
shape) of the temperature-depth curve. The same concegds@ describe the temperature structure of the
thermally-active upper layer of bottom sediments and ofitkeand snow cover. An entrainment equation
for the depth of a convectively-mixed layer and a relaxatigre equation for the depth of a wind-mixed
layer in stable and neutral stratification are developedherbasis of the turbulence kinetic energy (TKE)
equation integrated over the mixed layer. Both mixing reggrare treated with due regard for the volumetric
character of solar radiation heating. Simple thermodygaarguments are invoked to develop the evolution
equations for the ice and snow depths. The system of orduliigyential equations for the time-dependent
prognostic quantities that characterise the evolving tetpre profile, see Figs. 2.6 and 2.7, is closed
with algebraic (or transcendental) equations for diagnapiantities, such as the heat flux through the lake
bottom and the equilibrium mixed-layer depth in stable artred stratification.

The resulting lake model is computationally very efficient Istill incorporates much of the essential
physics.

Within FLake, the lake water is treated as a Boussinesq flied, the water density is taken to be con-
stant equal to the reference density except when it enterbubyancy term in the TKE equation and the
expression for the buoyancy frequency.

The other thermodynamic parameters are considered comsteept for the snow density and the snow heat
conductivity.

2.4.1 Equation of State

We utilise the quadratic equation of state of the fresh water
1 2
pw =pr|l— iaT 0—0.)°], (2.48)

where p,, is the water densityp, = 999.98 ~ 1.0 - 103 kg-m~3 is the maximum density of the fresh
water at the temperatufs = 277.13 K, andar = 1.6509 - 107> K—2 is an empirical coefficientRarmer
and CarmacK1981]). Equation (2.48) is the simplest equation of statg iccounts for the fact that the
temperature of maximum density of the fresh water exceedsaezing point; = 273.15 K. According
to Eq. (2.48), the thermal expansion coefficient and the buoyancy parametgrdepend on the water
temperature,

B(0) = gar(0) = gar (6 — br), (2.49)

whereg = 9.81 m-s~2 is the acceleration due to gravity.
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0,1 0(1)

h(t)

L :
6, 6

Figure 2.6: Schematic representation of the temperatw#lgin the mixed layer, in the ther-
mocline, and in the thermally active layer of bottom sediteeifhe evolving temperature profile

is specified by several time-dependent quantities. Theséharmixed-layer temperatute (¢)

and its deptth(¢), the temperaturé,(¢) at the water-bottom sediment interface, the shape factor
Cy(t) with respect to the temperature profile in the thermoclihe, temperaturd (¢) at the
lower boundary of the upper layer of bottom sediments patedrby the thermal wave, and the
depth H () of that layer. The temperaturg, at the outer edge = L of the thermally active
layer of bottom sediments is constant.
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0(t) E)Iz(t) o0 8,0 H @H O

Snow N ? ~H, ()
Ice : :
h(t)
Water
__________________ D
Sediment
H(t)
(b)
L

Figure 2.7: Apart fromd,(t), h(t), O,(t), Co(t), O (t), andH (t) (see Fig. 2.6), four additional
quantities are computed in case the lake is covered by icesamd. These are the temperature
Os(t) at the air-snow interface, the temperatéiét) at the snow-ice interface, the snow depth

Hg(t), and the ice deptth;(t).
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2.4.2 The Water Temperature
Parameterization of the Temperature Profile and the Heat Budyet

We adopt the following two-layer parameterization of thetical temperature profile:

0 at 0<z<h
9 — -7 = 2.50
{ Os — (05 — 0,)Pp(C) at h<z<D, (2:50)
where &y = (6;—0)/(0s—6,) is a dimensionless function of dimensionless depth
¢ = (z—h)/(D—h). The thermocline extends from the mixed-layer outer edge= h to the

basin bottom: = D. Hereinafter the arguments of functions dependent on timdedapth are not indicated
(cf. Figs. 2.6 and 2.7 ).
According to Eq. (2.50)h, D, 0, 65, and the mean temperature of the water coluénz, D! fOD 0dz, are
related through

0=0,—Cyp(1 —h/D)(Os — 6y), (2.51)

where

1
Cy = /0 B(C)dC (2.52)

is the shape factor.
The parameterization of the temperature profile (2.50) khsatisfy the heat transfer equation

0 0
55 (peh) = —-(Q+1), (2.53)

where() is the vertical turbulent heat flux, adds the heat flux due to solar radiation.
Integrating Eq. (2.53) over from 0 to D yields the equation of the total heat budget,
p¥_ 1

dt PwCw

[Qs + Is - Qb - I(D)] ) (254)

wherec,, is the specific heat of watef), and; are the values of) and !, respectively, at the lake surface,
and@)y is the heat flux through the lake bottom. The radiation heat fiuthat penetrates into the water is
the surface value of the incident solar radiation flux frora #tmosphere multiplied by — «,, ., being
the albedo of the water surface with respect to solar ramhiafi he surface flux), is a sum of the sensible
and latent heat fluxes and the net heat flux due to long-wavati@ud at the air-water interface.

Integrating Eq. (2.53) over from 0 tok yields the equation of the heat budget in the mixed layer,

dos 1
h —

dt - DwCu [Qs + Is - Qh - I(h)] ) (255)

where()y, is the heat flux at the bottom of the mixed layer.

Given the surface fluxeQ, and I, (these are delivered by the driving atmospheric model orkamvn
from observations), and the decay law for the flux of solarat@ah , Egs. (2.51), (2.54) and (2.55) contain
seven unknowns, namely, 6, 0, 6,, Qn, Q, andCy. The mixed layer depth, the bottom heat flux and
the shape factor are considered in what follows. One moeatioel is required. Followingdrilyushkin and
Miropolsky[1981], Tamsalu et al[1997] andTamsalu and Myrberf1998], we assume that in case of the
mixed layer deepeninglh/dt > 0, the profile of the vertical turbulent heat flux in the theriive can be
represented in a self-similar form. That is

Q=0Qn—(Qn—QyPq() ath<z<D, (2.56)
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where the shape functioh, satisfies the boundary conditiofs, (0) = 0 and® (1) = 1. Equation (2.56)

is suggested by the travelling wave-type solution to the treasfer equation. If the mixed layer and the
thermocline develop on the background of a deep stably dralbustratified quiescent layer (this situation
is encountered in the ocean and in the atmosphere), thdlimgverave-type solution shows that both the
temperature profile and the profile of the turbulent heat fiexdescribed by the same shape function, i.e.
Py(¢) = Pg(C). In lakes, the thermocline usually extends from the bottéie@ mixed layer down to the
basin bottom (except for very deep lakes). In this case révelling wave-type solution to the heat transfer
equation also suggests self-similar profiles of the tenperaand of the heat flux, however the relation
between the shape functiofeg (¢) and®¢(() is different. The issue is consideredNfironov [2008].
Integrating Eq. (2.53) with due regard for Egs. (2.50) an8§poverz’ from h to z > h, then integrating
the resulting expression overfrom h to D, we obtain

1 dos d
5 (D =P = 2 [Coo(D = (6, — 00)] =
1 D
" [CQ(D — h)(Qn — Qb) + (D — h)I(h) - /h f(z)dz] , (2.57)
where
1
Co = | ®a(O)d (258)
0
is the shape factor with respect to the heat flux, and
1 ¢
= Oy(¢dl’ 2.
Coo = [ d¢ [ @) (2.59)

is the dimensionless parameter. The analysiglionov[2008] suggests thaty = 2Cyy/Cp.
In case of the mixed-layer stationary state or retréatdt < 0, Eq. (2.56) is not justified. Then, the bottom

temperature is assumed to be “frozen”,

o,
b . 2.60
i (2.60)

If h = D, thend, = 6, = 6 and the mean temperature is computed from Eq. (2.54).

The Mixed-Layer Depth

Convective deepening of the mixed layer is described by titi&a@ment equation. This equation is con-
veniently formulated in terms of the dependence of the dlead@ntrainment ratiod on one or the other
stratification parameter. The entrainment ratio is a meaetithe entrainment efficiency. It is commonly
defined as a negative of the ratio of the heat flux due to emem at the bottom of the mixed layep;,,

to an appropriate heat flux scatg,. In case of convection driven by the surface flux, where theirig is
confined to the boundary, the surface heat fluxserves as an appropriate flux scale. This leads to the now
classicalDeardorff[1970a, 1970b] convective scaling, whérand |h3Q. /(p.cw)|'/? serve as the scales
of length and velocity, respectively.

The Deardorff scaling is unsuitable for convective flowseféd by the solar radiation heating that is not
confined to the boundary but is distributed over the watenrool. If the mixed-layer temperature exceeds
the temperature of maximum density, convective motiondaxen by surface cooling, whereas radiation
heating tends to stabilise the water column, arresting tixearlayer deepeningSploviev{1979], Mironov
and Karlin [1989]). Such regime of convection is encountered in theabimeupper layer (e.gKraus
and Rooth[1961], Soloviev and Vershinskjil982], Price et al.[1986] and in fresh-water lakes (e.gn-
berger[1985]). If the mixed-layer temperature is below that of rimaxm density, volumetric radiation
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heating leads to de-stabilisation of the water column aedethy drives convective motions. Such regime
of convection is encountered in fresh-water lakes in spridgnvective mixing often occurs under the ice,
when the snow cover overlying the ice vanishes and solaatiadi penetrates down through the ice (e.g.
Farmer[1975], Mironov and Terzhevik2000], Mironov et al.[2002], Jonas et al[2003]).

In order to account for the vertically distributed charaaigthe radiation heating, we make use of a gener-
alised convective heat flux scale

Qs = Qs+ I+ I(h) — 207" /Oh I(z)dz, (2.61)

and define the convective velocity scale and the entrainnagiotas

w, = [=hB(0:)Q/ (pwew)]? | A=—Qn/Q., (2.62)
respectively. In order to specifyt, we employ the entrainment equation in the form
Ceodh
A + w, E — Ll (263)

whereC,; andC,, are dimensionless constants (the estimates of these agdeutipirical constants of the
model are discussed in Section 2.4.5 and summarised in tper&lx). The second term on the I|.h.s. of
Eq. (2.63) is the spin-up correction term introduced4iltinkevich [1975]. This term prevents an unduly
fast growth ofh when the mixed layer is shallow. If the spin-up term is snad], (2.63) reduces to a simple
relation A = (¢ that proved to be a sufficiently accurate approximation ftarge variety of geophysical
and laboratory convective flowA&litinkevich[1991].

Equations (2.61), (2.62) and (2.63) should be used to caenimat mixed-layer depth when the buoyancy
flux B, = 3(05)Q+/(pwcw) is Negative. The quantityhB, = w? is a measure of the generation rate of
the turbulence kinetic energy in a layer of deptloy the buoyancy forces (see a discussioMironov et

al. [2002]. A negativeB, indicates that the TKE is generated through convectivabilty. Otherwise, the
TKE is lost to work against the gravity. This occurs when tleagity stratification is stable. A different
formulation for the mixed-layer depth is then required.

Mironov et al.[1991] used a diagnostic equation to determine the windethitayer depth in stable and
neutral stratification. That i, was assumed to adjust to external forcing on a time scaleltiest not exceed
the model time step. This assumption is fair if seasonal ghaf temperature and mixing conditions are
considered and the model time step is typically one day. $keraption is likely to be too crude to consider
diurnal variations. To this end, We utilise a relaxatiopgyrate equation for the depth of a stably or neutrally
stratified wind-mixed layer. It reads

dh  he—h
= . 2.64
dt trn (2.64)
Here,h. is the equilibrium mixed-layer depth, amg, is the relaxation time scale given by
h
trn = © , 2.65
g Crhuy ( )

whereu, = \Ts/pwch/2 is the surface friction velocityrs being the surface stress, a6, is a dimen-
sionless constant. A rate equation (2.64) with the relaratime scale proportional to the reciprocal of
the Coriolis parameter [that is a particular case of Eq.JRwith i, specified through Eq. (2.66)] was
favourably tested byilitinkevich et al.[2002] andZilitinkevich and BaklanoJ2002] against data from
atmospheric measurements and was recommended for pracica
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In order to specifyh., we make use of a multi-limit formulation for the equilibniudepth of a stably or
neutrally stratified boundary layer proposedaijitinkevich and Mirono{1996]. Based on the analysis of
the TKE budget, these authors proposed a generalised eqdati the equilibrium boundary-layer depth
that accounts for the combined effects of rotation, surfagsyancy flux and static stability at the boundary-
layer outer edge [EqQ. (30) in op. cit.]. That equation reducehe equations proposed earlieryssby and
Montgomery[1935], Kitaigorodskii [1960] andKitaigorodskii and Joffrd1988] in the limiting cases of a
truly neutral rotating boundary layer, the surface-fluxydioated boundary layer, and the imposed-stability-
dominated boundary layer, respectively. It also incorfegdheZilitinkevich[1972] and théPollard, Rhines
and Thompsoifl973] equations that describe the intermediate regimésyevthe effects of rotations and
stratification essentially interfere and are roughly etyumhportant. We adopt a simplified version of the
Zilitinkevich and Mironov[1996] equation [Eg. (26) in op. cit.] that does not incorder theZilitinke-
vich[1972] and thePollard et al.[1973] scales. It reads

(fhe >2+ e, Nhe 1, (2.66)

cw.) "L ou T

where f = 2Qsin ¢ is the Coriolis parametef) = 7.29 - 1075 s~! is the angular velocity of the earth’s
rotation, ¢ is the geographical latitudd, is the Obukhov length)V is the buoyancy frequency below the
mixed layer, and”,,, Cs andC; are dimensionless constants. A generalised formulatioth® Obukhov
length is usedL = u2/(BQ./pwcw), that accounts for the vertically distributed charactetths solar
radiation heating (note that the von Karman constant tsimduded into the definition of.). A mean-

square buoyancy frequency in the thermoclifes= {(D —h)7! th Nde} 1/2, is used as an estimate df

in Eq. (2.66).

One further comment is in ordeZilitinkevich et al.[2002, 2007] reconsidered the problem of the equilib-
rium stable boundary-layer depth. They concluded thatilitnkevich [1972] scale|u. L/ f|/?, and the
Pollard et al.[1973] scaley. /| N f|!/2, are the appropriate depth scales for the boundary layersndted

by the surface buoyancy flux and by the static stability atltbendary-layer outer edge, respectively. In
other words/.. depends on the Coriolis parameter no matter how strong #tie stability. This is different
from Eq. (2.66) where the limiting scales ateandu. /N, respectively. The problem was further examined
by Mironov and Fedorovicli2008]. They showed that the above scales are particulasaatsmore general
power-law formulations, namely;/L o (|f|L/us)™? andhN/u, o (|f|/N)~4 for the boundary layers
dominated by the surface buoyancy flux and by the staticlgiabi the boundary-layer outer edge, respec-
tively. The Zilitinkevich [1972] andPollard et al.[1973] scales are recovered with= 1/2 andq = 1/2,
whereas th&itaigorodskii[1960] andKitaigorodskii and Joffr§1988] are recovered with = 0 andq = 0.
Scaling arguments are not sufficient to fix the expongrdadq. They should be evaluated on the basis of
experimental data. Available data from observations aadhflarge-eddy simulations are uncertain. They
do not make it possible to evalugteand g to sufficient accuracy and to conclusively decide between th
alternative formulations for the boundary-layer depthatiag the evaluation gf andq for future studies,
we utilise Eq. (2.66). This simple interpolation formulac@nsistent with the complexity of the present lake
model and is expected to be a sufficiently accurate apprdiam&r most practical purposes.

One more limitation on the equilibrium mixed-layer depttosld be taken into account. Consider the
situation where the mixed-layer temperature exceeds thpaeature of maximum density, the surface flux
Qs is negative, whereas the heat flux sa@legiven by Eq. (2.61) is positive (this can take place /I, <

1). A positive @, indicates the the mixed layer of depthis statically stable. A negativ€,, however,
indicates that convective instability should take plaeeding to the development of a convectively mixed
layer whose deepening is arrested by the solar radiatiotingeal he equilibrium deptt,. of such mixed
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layer is given by (see e.lironov and Karlin[1989])

Qu(he) = Qs + Iy + I(he) — 201 /Ohc I(z)dz = 0. (2.67)

This regime of convection is encountered on calm sunny d#fythe wind suddenly ceases, EqQ. (2.66)
predicts a very shallow stably-stratified equilibrium ndxayer to which the mixed layer of depth> h,
should relax. In fact, however, the mixed layer would relewdrds a convectively mixed layer whose
equilibrium depth is given by Eq. (2.67). In order to accofontthis constraint, we require that > h,. if
Q«(h) > 0andb, > 0,.

2.4.3 The Water—Bottom Sediment Interaction

Parameterization of the Temperature Profile and the Heat Budiet We adopt the following two-layer
parametric representation, of the evolving temperatuadilprin the thermally active layer of bottom sedi-
ments proposed b§olosov et al[1998]:

. { Oy — [0 — 01 @51(Cp1) at D<z<H (2.68)

O — [0n — 0] Ppa(Cra) &t H<z<I,

Where, 07, is the (constant) temperature at the outer edge- L of the thermally active layer of the
sediments,fy is the temperature at the depfth where the vertical temperature gradient is zero, and
Op1 =0, —0)/(0p —O0ur) andPpy = (0 — 0)/(0n — 61,) are dimensionless functions of dimensionless
depths(p1 = (2 — D)/(H — D) and(g2 = (» — H)/(L — H), respectively.
The parameterization (2.68) should satisfy the heat tearegfuation (2.53), where the heat flixs due to
molecular heat conduction and the bottom sediments areuep@agadiation. Integrating Eq. (2.53) over
from z = D to z = H with due regard for Eg. (2.68), we obtain

d dd 1

7 [(H = D)0y = Cii(H = D)(0p = 0n)] = On— = "

(@ + 1(D)], (2.69)

where the heat flux at = H is zero by virtue of the zero temperature gradient there.
Integrating Eq. (2.53) over from z = H to z = L, we obtain

(L~ M) — Ca(L — )0 — 00) + 0 G =0, 270

where the heat flux at = L (the geothermal heat flux) is neglected.
The shape factor§'z; andC'p, are given by

1 1
Chi :/o ®pi1(¢p1)d¢B1, Chro :/o P pa(CB2)d(Ra. (2.71)

Heat Flux through the Bottom The bottom heat flux); is due to molecular heat conduction through the
uppermost layer of bottom sediments. It can be estimateldeagroduct of the negative of the temperature
gradient atz = D + 0 and the molecular heat conductivity. The uppermost laydyatfom sediments is
saturated with water. Its water content typically excee@ @nd its physical properties, including the heat
conductivity, are very close to the properties of the lakéewal hen, the heat flux through the lake bottom
is given by

Qs =~y — ¥l (0), (2.72)

wherex,, is the molecular heat conductivity of water. This relatidoses the problem.
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It should be stressed that Egs. (2.69), (2.70) and (2.72)otl@ontain the molecular heat conductivity of
bottom sediments, a quantity that is rarely known to a satisfy degree of precision. It is through the
use of the integral (bulk) approach, based on the paramatien (2.68) of the temperature profile, that the
molecular heat conductivity of bottom sediments is no longeeded.

2.4.4 Ice and Snow Cover

In this section, a two-layer thermodynamic (no rheology)delof the ice and snow cover is described. It
is based on a self-similar parametric representation ofd@hgerature profile within ice and snow and on
the integral heat budgets of the ice and snow layers. Theoappris, therefore, conceptually similar to
the approach used above to describe the temperature s&rwftthe mixed layer, of the lake thermocline,
and of the thermally active layer of bottom sediments. Notitat the assumption about the shape of the
temperature profile within the ice, the simplest of whichhis tinear profile, is either explicit or implicit in

a number of ice models developed to date. A model of ice grdatied on a linear temperature distribution
was proposed by Stefan as early as 1891.

Parameterization of the Temperature Profile and the Heat Budjet We adopt the following parametric
representation of the evolving temperature profile witlocm and snow:

(2.73)

0 — O — [0y — 0r]®1(Cr) at —H;<z2<0
0r —[0r — 0s]®s(Cs)  at  —[Hr+Hs]<z<—H.

Here, z is the vertical co-ordinate (positive downward) with thégor at the ice-water interfacelf; is
the ice thicknessf{s is the thickness of snow overlaying the i¢g, is the fresh-water freezing point;

is the temperature at the snow-ice interface, agds the temperature at the air-snow interface. Notice
that the freezing point of salt water is a decreasing fumctid salinity. A model that accounts for this
dependence and is applicable to the ice over salt lakes srisgaesented bivironov and Ritter[2004].
Dimensionless universal functiods = (67 —0) /(07 —6;) and®s = (07 —0) /(0 — 05) of dimensionless
depths¢(; = —z/H; and(s = —(z + Hy)/Hg, respectively, satisfy the boundary conditiobg(0) = 0,
®r(1) =1, P5(0) =0, and®g(1) = 1.

According to Eq. (2.73), the heat fluxes through the Qe, and through the snow®) s, due to molecular
heat conduction are given by

Op—0rd®r o 0r—0sdds

) , 2.74
H dl Hs dcs (2.74)

Qr = —kK;

wherek; andk, are the heat conductivities of ice and snow, respectively.

The parameterization of the temperature profile (2.73) khsatisfy the heat transfer equation (2.53). Inte-
grating Eq. (2.53) ovet from the air-snow interface = —(H; + Hg) to just above the ice-water interface

z = —0 with due regard for the parameterization (2.73), we obtagdquation of the heat budget of the
snow-ice cover,

d d
E{piCiHI 0f — Cr(0f — 01)] + pscsHg |01 — Cs(0; — 0s)]} — psCSHSE(HI + Hg) =

Or—06;
Hj
Here,p; andp, are the densities of ice and of snow, respectivelgndc, are specific heats of these media,

and @, and I, are the values of) and I, respectively, at the air-snow or, if snow is absent, at ihéca
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interface. The radiation heat flu that penetrates into the interior of snow-ice cover is théase value of
the incident solar radiation flux from the atmosphere mligpby 1 — «;, «; being the albedo of the ice or
snow surface with respect to solar radiation. The dimensgsnparameter§’; andCs, the shape factors,
are given by

1 1
0y = /0 O(¢)dCr,  Cs = /0 Bg(Cs)dCs. (2.76)
The heat flux at the snow-ice interface is assumed to be econis) that is
O =0, .\ 0r —0s _,
Ki T, O (1) = —Rs Hs o5 (0). (2.77)

Equations (2.75) and (2.77) serve to determine tempemaairthe air-snow and at the snow-ice interfaces,
when these temperatures are below the freezing point, henwo melting at the snow surface (ice surface,
when snow is absent) takes place. During the snow (ice) mgeltom above, the temperatur@g andd;
remain equal to the freezing poifif, and the heat fluxeQ s and(Q; are zero.

Snow and Ice Thickness The equations governing the evolution of the snow thickraass of the ice
thickness are derived from the heat transfer equation 2@ incorporates an additional term on its right-
hand side, namely, the terif; ()L ¢dM/dt that describes the rate of heat release/consumption due to
accretion/melting of snow and ice. Het#, is the mass of snow or ice per unit ardg, is the latent heat

of fusion, andf,,(z) is a function that satisfies the normalization conditi(fl;%”HS fu(z)dz = 1 and

f(f{f fa(2)dz = 1 for snow and ice, respectively.

The accumulation of snow is not computed within the ice-smowdel. The rate of snow accumulation is
assumed to be a known time-dependent quantity that is prdviy the atmospheric model or is known
from observations. Then, the evolution of the snow thickréisring the snow accumulation and no melting

is computed from

2.7
dt dt (2.78)

whereMg = psHg is the snow mass per unit area, dad/s /dt), is the (given) rate of snow accumulation.
When the temperaturg; at the upper surface of the ice is below the freezing p@jnthe heat conduction
through the ice causes the ice growth. This growth is accompady a release of heat at the lower surface of
the ice that occurs at a rafeyd M /dt, whereM; = p; H; is the ice mass per unit area. The normalization
function f); is equal to zero throughout the snow-ice cover except atdiavater interface wheré,, =
5(0), d(z) being the Dirac delta function. Integrating Eq. (2.53) frera= —0 to z = +0 with due regard
for this heat release yields the equation for the ice thiskné reads

dp(;fh = Qu + Ki ef HIHI
where@,, is the heat flux in the near-surface water layer just bendwaghce. If the r.h.s. of Eq. (2.79) is
negative, i.e. the negative of the heat flux in the waigy, exceeds the negative of the heat flux in the ice,
Q1l.—0, ice ablation takes place.

As the atmosphere heats the snow surface, the surface &imgeeventually reaches the freezing point and
the snow and ice melting sets in. This process is accompagiadonsumption of heat at rategdp, Hs /dt

and L sdp; Hr/dt for snow and ice, respectively. Notice that the exact fornthef normalization function
far is not required by virtue of the normalization conditionsiswered above. Integrating Eq. (2.53) from
z = —(Hr+ Hg) — 0to z = —Hy with due regard for the heat loss due to snow melting and gditiie

(given) rate of snow accumulation yields the equation ferghow thickness,

Ao H AM dp,
Ly pdt S = Qs+ 1)+ I(—H) + Ly (ﬁ) + eyl Hs dpt. (2.80)

dpsHgs (dMS>

Ly 7 (0), (2.79)

SURFEX V5 - Issue t1 - 2009



38

Integrating Eq. (2.53) from = — H; to z = +0 with due regard for the heat loss due to ice melting yields
the equation for the ice thickness,

dp;Hp
dt

If the ice melts out earlier than snow, the snow depth is matzeously set to zero.

Ly = Quw+ 1(0) — I(—Hj). (2.81)

The Temperature Profile beneath the Ice The simplest assumption is to keep the temperature profile
unchanged over the entire period of ice cover. This assamysi fair for deep lakes, where the heat flux
through the bottom is negligibly small. In shallow lakesstassumption may lead to an underestimation
of the mean temperature. The heat accumulated in the thgraclve upper layer of bottom sediments
during spring and summer is returned back to the water coldunimg winter, leading to an increase of the
water temperature under the ice. The water temperatureriheéce can also increase due to heating by
solar radiation penetrating down through the ice. The tloelynamic regimes encountered in ice-covered
lakes are many and varied. Their detailed description requa set of sophisticated parameterizations.
The use of such parameterizations in the framework of thegotelake model is, however, hardly justified.
The point is that it is the snow (ice) surface temperaturé ¢cbenmunicates information to the atmosphere,
the water temperature is not directly felt by the atmosphsurface layer. It is, therefore, not vital that the
temperature regimes in ice-covered lakes be describeaat detail. Only their most salient features should
be accounted for, first of all, the heat budget of the wateurool.

When the lake is ice-covered, the temperature at the icerwderface is fixed at the freezing potht= 0.

In case the bottom temperature is less than the temperdtanexomum densityf, < 6,., the mixed-layer
depth and the shape factor are kept unchangdeéddt = 0 anddCy/dt = 0, the mean temperaturgis
computed from Eq. (2.54) and the bottom temperatyris computed from Eq. (2.51). If the entire water
column appears to be mixed at the moment of freezinghi-e.D andd, = 6 = 0, the mixed layer depth

is reset to zeroh = 0, and the shape factor is set to its minimum valtig,= 0.5 (see Section 2.4.5).

The heat flux from water to ice is estimated from

0, — 0,
Bt .. 2.82
Qw Raw D ( 8)

if h =0, andQ,, = 0 otherwise. Notice that the estimate @f, given by Eq. (2.82) and the shape
factor Cy = 0.5 correspond to a linear temperature profile over the entirem@lumn. A linear profile is
encountered in ice-covered shallow lakes whgnr< 6, and the heat flux is from the bottom sediments to
the lake water.

As the bottom temperature reaches the temperature of maxidansity, convection due to bottom heating
sets in. To describe this regime of convection in detail, mveotively mixed layer whose temperature is
close tof,., and a thin layer adjacent to the bottom, where the temperakecreases sharply frofly > 6,

to 4,., should be thoroughly considered. We neglect these peitigls&aof convection due to bottom heating
and adopt a simpler model where the bottom temperature id éik¢éhe temperature of maximum density,
9, = .. The mean temperatuieis computed from Eq. (2.54). i > 0, the shape facto€ is kept
unchanged, and the mixed-layer depth is computed from EfLY2As the mixed-layer depth approaches
zero, EqQ. (2.51) is used to compute the shape faCipthat in this regime would increase towards its
maximum valueC'y***. The heat flux from water to ice is estimated from

9(,—95

max [1, Py (0)], (2.83)

Qu = —FKu

if h =0, and@,, = 0 otherwise.
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One more regime of convection is often encountered in icei@al lakes. In late spring, the snow overlying
the ice vanishes and solar radiation penetrates down thrthegice. As the mixed-layer temperature is be-
low that of maximum density, the volumetric radiation hegtieads to de-stabilisation of the water column
and thereby drives convective motions. Such regime of acdivewas analysed byarmer[1975], Mironov
and Terzhevik2000], Mironov et al.[2002], andJonas et al[2003], among others. A parameterization of
convection due to solar heating (e.g. a parameterizatisedan a bulk model developed Bironov et

al. [2002]) can, in principle, be incorporated into the presantlel. We do not do so, however, considering
that the major effect of convection beneath the ice is tostetiute heat in the vertical and that it takes place
over a limited period of time.

2.4.5 Empirical Relations and Model Constants

The Shape Functions
We adopt the following polynomial approximation of the saddpnction®,({) with respect to the tempera-
ture profile in the thermocline:

2 1
Py = ( Cy — —0> ¢+ (18 = 30Cy) ¢? + (20Cy — 12) ¢ + (g — ?ch> ¢t (2.84)
The shape factat’y is computed from
o sign(anfan BTG cpin < ¢y < o, (2.85)

wheret, . is the relaxation time scale, and sign is the signum funcstgn()=—1 if = < 0 and sign{)=1

if > 0. The minimum and maximum values of the shape factor are s€ft¢ = 0.5 and C}**® =
0.8. During the mixed-layer deepenindh/dt > 0, the temperature profile evolves towards the limiting
curve, characterised by a maximum value of the shape faCgf” = 0.8, and the maximum value of
the dimensionless temperature gradient at the upper bopwofizhe thermocline®j,(0) = 4. During the
mixed-layer stationary state or retredt,/dt < 0, the temperature profile evolves towards the other limiting
curve, characterised by a minimum value of the shape faCfpt? = 0.5, and the zero temperature gradient
at the upper boundary of the thermocliri,(0) = 0. Notice thatC}*™ = 0.5 is consistent with a linear
temperature profile that is assumed to occur under the icen e bottom temperature is less than the
temperature of maximum density (see Section 2.4.4).

According to Eg. (2.84), the dimensionless paraméigrdefined through Eqg. (2.59) is given by

Cop = 8(]9 — % (2.86)
The relaxation time,... is estimated from the following arguments. The timgis basically the time of the
evolution of the temperature profile in the thermocline frorme limiting curve to the other, following the
change of sign inlh/dt. Then, a reasonable scale oy is the thermal diffusion time through the thermo-
cline, that is a square of the thermocline thickné#s;- h)Q, over a characteristic eddy temperature conduc-
tivity, K .. Using a mean-square buoyancy frequency in the thermgdline {(D —h)~ fh N2%d }1/2
as an estimate oV and assuming that the TKE in the thermocline scales eithén@onvective velocity

wy, EQ. (2.62), or on the surface friction velocity, we propose (seklironov [2008] for details)
D — h)2N
tre = %, up = max(wy, Uy ), (2.87)

Creup

whereC,.. is a dimensionless constant estimated at 0.003 (this valeba altered as new information
becomes available).
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We adopt the following polynomial approximations of the phdunctions® z1((p1) and ® g2 ((p2) with
respect to the temperature profile in bottom sedimentscfosov et al[1998]):

Pp1 =20p1 — (1, Ppy = 6Chy — 8Py + 3(ho. (2.88)

which are the simplest polynomials that satisfy a minimumtno$econstraints. The condition®p;(0) =
$po(0) = 0 and®p(1) = Ppe(1) = 1 follow from the definition of(z1, (B2, P51, andP®p,. The
conditions®’s, (1) = ®/5,(0) = ®5,(1) = 0 provide a zero temperature gradient at the depths H and

z = L, and the conditio®’;, (1) = 0 follows from the requirement that the temperatéeat the outer edge

z = L of the thermally active layer of the sediments is constatinme. The shape factors that correspond
to Eq. (2.88) ar&€'s; = 2/3 andCpy = 3/5.

As a zero-order approximation, the simplest linear tentpeegprofile within snow and ice can be assumed,
®g(¢s) = (s and®;(¢r) = ¢;. This givesC's = C; = 1/2. Although a linear profile is a good approxima-
tion for thin ice, it is likely to result in a too thick ice in tbregions, where the ice growth takes place over
a long period, and in a too high thermal inertia of thick iceslightly more sophisticated approximation
was developed blironov and Ritter[2004] who assumed that the ice thickness is limited by aagert
maximum valueH;*** and that the rate of ice growth approaches zeré asipproachedi;*** (the snow
layer over the ice was not considered). They proposed

Hy
- H}TUI:L'

Hy

Ty G +

o7 = [1 Cr+ | (2 = @)

(@ur 1)%1 &, (2.89)

where®,; is a dimensionless constant. The shape factor that comdsgo Eq. (2.89) is

1

Cr = 12

Hy
1+ o, . 2.90
(1+ I)H}mm (2.90)

N | —

The physical meaning of the above expressions can be eladides follows. The relatio®’(0) =

1 — H;/H* that follows from Eq. (2.89) ensures that the ice growth isrgghed as the ice thickness
approaches its maximum value. Equation (2.90) suggedtthinahape factaf’; decreases with increasing
ice thickness. A smalle€’; means a smaller relative thermal inertia of the ice layehafknessH; [the
absolute thermal inertia is measured by the téfpi/; that enters the I.h.s. of Eq. (2.75)]. This is plausible
as itis mostly the upper part of thick ice, not the entire ek, that effectively responds to external forcing.
For use in the global numerical weather prediction model Gdfithe German Weather Servideglironov
and Ritter[2004] proposed an estimate Bf*** = 3 m. This value is typical of the central Arctic in winter.
The allowable values ob,; lie in the range betweern1 and5. ¢,; > 5 yields an unphysical negative
value ofC'; as the ice thickness approachg$**. ®.; < —1 givesC; that increases with increasing;.
There is no formal proof that this may not occur, but it is vanlikely. A reasonable estimate ds,; = 2.
With this estimateC; is halved ag{; increases from O té77**. Notice that the linear temperature profile
is recovered a$l;/H"** < 1, i.e. when the ice is thin.

It should be stressed that, although the shape functionssafel in that they provide a continuous temper-
ature profile trough the snow, ice, water and bottom sedispgheir exact shapes are not required in the
present model. Itis noby(¢), ®p1(CB1), Pra(Cr2), Ps(Cs) and®;((;) per se, but the shape factars,
Cpi1, Cp2, Cs andCy, and the dimensionless gradiefit§(0), @'z, (0), ®5(0), ®}(0) and®’,(1), that enter
the model equations. The estimates of these parametersrareagised in Table 2.2.

Constants in the Equations for the Mixed-Layer Depth The estimates of’.; = 0.2 andC.; = 0.8 in
Eq. (2.63) were recommended Bjlitinkevich [1991]. They were obtained using laboratory, atmospheric
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and oceanic data. Apart from being commonly used in mixgdtlanodels of penetrative convection driven
by the surface buoyancy flux, these values were successigly byMironov and Karlin[1989] to simulate
day-time convection in the upper ocean that is driven byasericooling but inhibited by radiation heating,
and byMironov and TerzheviR000] andMironov et al.[2002] to simulate spring convection in ice-covered
lakes where convective motions are driven by volumetricataoh heating of the water at temperature below
the temperature of maximum densitflifonov et al.[2002] used”.» = 1.0). A slightly modified estimate
of C.; = 0.17 was obtained byredorovich et al[2004] from large-eddy simulation data. We adopt the
estimates oC.; = 0.17 andC., = 1.0 for use in the equation of convective entrainment.

For use in Eqg. (2.66) for the equilibrium mixed-layer deptrstable or neutral stratification, we adopt the
estimates o, = 0.5, C; = 10 andC; = 20 obtained byZilitinkevich and Mirono\f1996]. The estimates
of C; and(C; are based on a limited amount of data and may need to be glatdgled as new (and better)
data become available. The estimaté€'gfwas corroborated by the results from further studigbtinkevich
and Esay2002, 2003]) and is reliable.

The estimates of the dimensionless constapt in the relaxation-type rate equation for the depth of a
stably or neutrally stratified wind-mixed layer, Egs. (2.@éhd (2.65), are not abundarkim [1976] and
Deardorff[1983] recommended that the value @f;, = 0.28 be used to describe entrainment into a ho-
mogeneous fluid. The same value was usedé&nan[1979], and a slightly lower value af’,, = 0.26

by Zilitinkevich et al.[1979]. The rate equations given Bhakimov[1976] andZilitinkevich et al.[2002]
use the reciprocal of the Coriolis parameter as the relanatme scale. Their rate equations suggest the
values ofC,., = 0.45 andC., = 0.5, respectively. A similar form of the rate equation was pregm earlier
by Deardorff[1971] who used a much lower value 6§, = 0.025. We adopt an estimate ¢f,, = 0.03
suggested by the sensitivity experiments with the presiea inodel (keeping in mind that this value may
need to be altered).

The estimates of dimensionless constants in the equat@nihé mixed-layer depth are summarised in
Table 2.2.

Thermodynamic Parameters The exponential approximation of the decay law for the flusafr radi-
ation is commonly used in applications. It reads

1(62) = L) S ax exp[—(= + Hs + Hy), (2.91)
k=1

where I, is the surface value of the solar radiation heat flux mukigplby 1 — «, o being the albedo of
the water, ice or snow surface with respect to solar radiatios the number of wavelength bands, are
fractions of the total radiation flux for different wavelghgoands, andy;(z) are attenuation coefficients
for different bands. The attenuation coefficients are pigise constant functions of height, i.e. they have
different values for water, ice and snow but remain depthstant within these media. The optical charac-
teristics of water are lake-specific and should be estimiatesery particular case. Rough estimates:pf
and-~, for ice and snow are given ldyauniainen and ChenfL998].

The lake model includes a number of thermodynamic parasetérey are summarised in Table 2.3. These
thermodynamic parameters can be considered constanttérecdipe snow density and the snow heat con-
ductivity that depend, among other things, on the snow tigsk and the snow age. As a first approximation,
the following empirical formulationsHeise et al[2003]) can be used that relate andx to the snow thick-
ness:

ps = min {p"", [1 = HsT, /pu| " "}, (2.92)
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wherep™" = 100 kg-m~3 and p™** = 400 kg:-m~3 are minimum and maximum values, respectively, of

S

the snow density, anl,, = 200 kg-m~* is an empirical parameter, and

K¢ = min {/ﬁsm‘”, K 4 HSI‘,{SpS/pw} , (2.93)
wherex™" = 0.2 Jm~t.s" LK~ and k7 = 1.5 Im~L.s71.K~! are minimum and maximum values,
respectively, of the snow heat conductivity, did = 1.3 Im~2.s~1.K~! is an empirical parameter.

2.4.6 Conclusions

A lake model suitable to predict the vertical temperaturacstre in lakes of various depths on time scales
from a few hours to many years is developed. The model, tefrhedte, is based on a two-layer parametric
representation of the evolving temperature profile and enititegral budget of energy for the layers in
qguestion. The structure of the stratified layer between thgeu mixed layer and the basin bottom, the
lake thermocline, is described using the concept of selftarity (assumed shape) of the temperature-depth
curve. The same concept is used to describe the temperatuctuse of the thermally active upper layer
of bottom sediments and of the ice and snow cover. An entmimiraquation is used to compute the depth
of a convectively-mixed layer. A relaxation-type equatisrused to compute the wind-mixed layer depth
in stable and neutral stratification, where a multi-limitrfaulation for the equilibrium mixed-layer depth
accounts for the effects of the earth’s rotation, of theaefbuoyancy flux, and of the static stability in the
thermocline. Both mixing regimes are treated with due rédar the volumetric character of solar radiation
heating. Simple thermodynamic arguments are invoked teldpwthe evolution equations for the ice and
snow depths. Using the integral (bulk) approach, the probdé solving partial differential equations (in
depth and time) for the temperature and turbulence questii reduced to solving ordinary differential
equations for the time-dependent parameters that spdwfevolving temperature profile. The result is a
computationally efficient lake model that incorporates matthe essential physics.

It must be emphasised that the empirical constants and p#eesnof FLake are not application-specific.
That is, once they have been estimated using independenti@hpnd numerical data, they should not
be re-evaluated when the model is applied to a particulae. |3kere are, of course, lake-specific external
parameters, such as depth to the bottom and optical chasticte of water, but these are not part of the
model physics. In this way FLake does not require “re-tuhiagorocedure that may improve an agreement
with a limited amount of data and is sometimes justified. n@cedure should, however, be considered
as a bad practice and must be avoided whenever possible r@silygeduces the predictive capacity of a
physical modelRandall and Wielick[1997]).

Apart from the depth to the bottom and the optical charasties of lake water, the only lake-specific
parameters are the depthof the thermally active layer of bottom sediments and thepematured;, at that
depth. These parameters should be estimated only oncediolae, using observational data or empirical
recipes (e.gFang and Stefafil998]). In a similar way, the temperature at the bottom efttiermally active
soil layer and the depth of that layer are estimated oncelardused in an NWP model as two-dimensional
external-parameter arrays.

The proposed lake model is intended for use, first of all, infN&wid climate models as a module (parameter-
ization scheme) to predict the lake surface temperaturartfmpm NWP and climate modelling, practical
applications where simple bulk models are favoured overeragcurate but more sophisticated models (e.g.
second-order turbulence closures) include modelling #geaosystems. For ecosystem modelling, a so-
phisticated physical module is most often not required bseaf insufficient knowledge of chemistry and
biology.
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Appendix. A Summary of Model Parameters

Table 2.2: Empirical Constants and Parameters

Constant/ Recommended Value/ Comments
Parameter Computed from

Ce1 0.17

Ceo 1.0

Ch 0.5

Cs 10

C 20

Crh 0.03

Cre 0.003

Cy Eq. (2.85)

Cyrin 0.5

cyrer 0.8

Cho Eq. (2.86)

Cq 2C99/Cy

Cp1 2/3

Cpo 3/5

Cr 1/2 Optionally Eqg. (2.90)
Cy 1/2

5 (0) Egs. (2.84) and (2.85)

Py (0) 2

(0) 1 Optionally Eg. (2.89)
(1) 1 Optionally Eqg. (2.89)
P5(0) 1

D, 2

Hyor 3m
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Table 2.3: Thermodynamic Parameters

Notation Parameter Dimensions Estimate/
Computed from
g Acceleration due to gravity a2 9.81
0, Temperature of maximum density K 277.13
of fresh water
0r Fresh water freezing point K 273.15
ar Coefficient in the fresh-water ® 1.6509 - 10~°
equation of state
Puw Density of fresh water kgn—3 Eqg. (2.48)
Pr Maximum density of fresh water -3 1.0-10°
i Density of ice kgm—3 9.1-102
Ds Density of snow kgn—3 Eg. (2.92)
Ly Latent heat of fusion Bg! 3.3-10°
Cu Specific heat of water Kg~1-K! 4.2-10°
¢ Specific heat of ice RBg~1K! 2.1-10°
Cs Specific heat of snow Kg~1-K-1 2.1-103
Kuw Molecular heat conductivity of water -m—!.s~'.K=! 5.46-107!
Ki Molecular heat conductivity of ice  -@~!'.s L.K~=! 229
Ks Molecular heat conductivity of snow -md~!.s71.K=! Eq. (2.93)
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Urban and artificial areas
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3.1 Introduction

Due to the complexity and diversity of towns around the woddnclusions drawn from experimental
studies on the interaction between the atmosphere andindohareas most of the time are limited either

to a particular site or physical processes.

To overcome pghidlem, numerical studies are aimed to

simulate the urban climatology or energy budget. Howevay tstill follow some simplified approaches.
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Building-resolving models - i.e. models in which individuauilding shapes are described - allow the
detailed examination of some processes (radiative effeetsfor e.g. Terjung et al.[1980], or wind
channeling), but because of computational cost, appbicatare limited to local urbanization and comfort
studies. Simpler building-averaged models have also begelaped. The most famous is the 'canyon’
model, from Oke and colleagues developed during the segntiedicated to urban streets: a road is
bordered by two facing building walls. Several numericaldels are built using the canyon geometry
(Johnson et al[1991], Mills [1993], Arnfield et al.[1998]) to study radiative trapping, surface energy
budgets (using multiple facets for each surface) or windhedanyon.

The two model types presented above are used in urban cloggtm order to understand town energetics.
The next modelling step is to perform a coupling between theam surface and the atmosphere in
mesoscale atmospheric models. The most common way to ds thisise a vegetation-atmosphere transfer
model whose parameters have been modiffedaman et al[1989], Menut[1997]), as opposed to an
urban model. Cities are then modeled as bare soil or a cenplate. The roughness length is often large
(one to a few meters, sablieringa[1993] or Petersen[1997]). The soil moisture availability (or the soil
depth) is reduced, so that the Bowen ratio is shifted towhidk values (large sensible heat flux). The
most recent works tend to simulate other factors, such asdtesage, by the use of a concrete canopy
above the surface. A horizontal plate is in radiative inteéca with the surface irBest[1998], and the
treatment is similar to a forest canopy$oux et al[1998]. TheTaha[1999] mesoscale study uses a semi-
empirical formulation for the heat storage flux - the Objeetiysteresis Model bégrimmond et al[1991a].

This shows the gap between the state of the art in urban dlowt and its parameterization in atmospheric
models. The objective of the present paper is to present lsanumodel which links the climatologists
approach of city representation to an atmospheric model.

The Town Energy Budget (TEB) scheme is built following theyaan approach, generalized in order to
represent larger horizontal scales. The physics treatetthdyscheme is relatively complete. Due to the
complex shape of the city surface, the urban energy budgetitinto different partsthree surface energy
budgets are considered: one for the roofs, roads, and waiisntation effects are averaged for roads and
walls. Up to two energy budgets are added for snow when itésemt on roofs or roads. Some of the
physics were derived from the literature (long wave radiaidr thermal conduction through the surfaces),
since they are classically assumed to estimate tempesaiureonditions without feedback towards the
atmosphere (during nights with calm wind). However, mostgaf the physics need an original approach
(short wave radiation, thermodynamical and anthropoguictreatment, rain and snow), since they occur
when interaction with the atmosphere is strong.

3.2 Presentation of the Town Energy Budget scheme

3.2.1 Objectives

The TEB model is aimed to simulate the turbulent fluxes ineodtmosphere at the surface of a mesoscale
atmospheric model which is covered by buildings, roads,ngraatificial material. It should parameterize
both the urban surface and the roughness sublayer, so ghatrttospheric model only 'sees’ a constant flux
layer as its lower boundary.

It must be considered as a part of the surface parameterizatithe atmospheric model. The fluxes should
be computed for each land occupation type by the approm@ieme, and then averaged in the atmospheric
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model grid mesh, with respect to the proportion occupied d&ghetype. For example, a partition should
be: (1) sea; (2) inland water; (3) natural and cultivatedetgrial surface; (4) towns. The following fluxes
are calculated: latent and sensible heat fluxes (W)mupward radiative fluxes (W nt) and momentum
fluxes along the axes of the model{is1?).

3.2.2 Town geometry description

Numerous fine-scale studies on building climatology existhose, several individual buildings are usually
present in order to study their radiative interaction, thedxchanneling effects, or the building insulation.
Thecanyonconcept, developed by city climatologists (eQke[1987]), uses such a framework: it considers
a single road, bordered by facing buildings. In these sgjdiedels are, at best, forced by atmospheric data
(radiation, wind above the roofs) but are not in interactidth it.

The TEB model is aimed to parameterize town-atmospherendynand thermodynamic interactions. It
is applicable for mesoscale atmospheric models (a grid rfeggkr than a few hundred meters). Then,
spatial averaging of the town characteristics as well agffect on the atmosphere, are necessary. The
individual shapes of each building are no longer taken imimoant. The TEB geometry is based on the
canyon hypothesis. However, a single canyon would be tddatdge at the considered horizontal scale.

We therefore use the following original city representatio

1. the buildings have the same height and width (in the modshn The roof level is at the surface
level of the atmospheric model.

2. buildings are located along identical roads, the lendtivitch is considered far greater than their
width. The space contained between two facing buildinggisdd as a canyon.

3. any road orientation is possible, and they all exist i $ame probability. This hypothesis allows
the computation of averaged forcing for road and wall sw$acln other words, when the canyon
orientation appears in a formula (with respect to the surherwind direction), it is averaged over
360°. In this way, no discretization is performed on the orieptat

These hypotheses, as well as the formulations chosen fphtyscs (see hereafter), allow the development
of a relatively simple scheme. The parameters describiegitl are displayed in Table 3.1, and the scheme
variables can be found in Table 3.2.

The TEB model does not use one urban surface temperatur@gepresentative of the entire urban cover),
but three surface temperatures, representative of roofs, roads afig. Where are two reasons for that:

» urban climatologists generally consider complex (not)-figometry cases, in particular the 'canyon’
geometry. In order to be consistent with their findings, tfieBTmodel uses a complex surface con-
sisting of multiple explicit energy budgets.

 one spatially-averaged surface temperature is often imsguil-vegetation schemes, in order to com-
pute the turbulent fluxes towards the atmosphere followhegy Monin-Obukhov similarity theory.
However, over towns, the use of only one surface temperasulebatable, because it has been ob-
served that the Monin-Obukhov similarity theory does nqilafior temperature in the urban rough-
ness sublayer.

The second point will be adressed in more detail in secti@b5.The parameters of the scheme depend
directly on building shapes and construction materials.is Thakes the TEB scheme easy to initialize,
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without the need for any atmospheric data for parametengunConstruction material characteristics can
be found in the literature (e.g. s€ke[1988]).

One must separately treat road and walls, as they reactatitfg to all the physical processes (sky viewing,
thermal structure, source of heating inside the buildiraysthe presence of water or snow on the road).
In contrast, the sunlit and shadowed walls are not treatpdrately, as the two facing walls are identical
for all processes, except one: the direct solar radiationteNhat the two walls behave similarly for the
scattered solar radiation (i.e. in cloudy conditions). phablem is that it is not clear how to separate sunlit
and shadowed walls. It would be easy if there was only onetstlieection, but at the town scale, this is
not true, and streets parallel or perpendicular to the stection are found. To treat separately the walls
according to illumination by the sun, would then necessitaseparate treatment for the street directions.
A discretization for the streets should be performed attleasry 45 or 30, leading respectively to four or
six energy budgets for roads, and twice as many for wallstheumore, the effect of the infra-red radiation
non-linearities caused by a unique wall temperature is gergll: supposing a canyon with a road width
equal to the buildings height (leading to a sky-view factorthe walls of¥,, = 0.3, see section 3.2.6) and
a wall emissivity of 0.85, the difference in the canyon topldpet between two walls at 290 K or two walls
at 280 and 300 K is only 1.5 W m¥. Therefore, for sake of scheme simplicity, only one energgiget

is chosen for the walls. Particular attention is still payedhe solar radiation budget, and the validation
presented in section 3.2.7 shows it is accurate at canyde. sca

snow R

TR V\s/n ow R

Figure 3.1: Canyon geometry in the TEB scheme ,and its pistgneariables.

3.2.3 Temperature evolution equations

As discussed above, the urban surface is very inhomogenetiugespect to shape and building materials.
Urban climatologists need at least four surfaces to desdtilthe roof, the road, and two facing walls. The
problem considered here (the evaluation of the turbuledtradiative fluxes from the urban cover to the
atmosphere) allows the treatment of only three types ofsed (roof, road, wall), while keeping enough
accuracy to correctly represent the different terms of thréase energy budget. This is why the TEB model
usesthree surface temperature$y, 7, and7),, representative of roofs, roads and walls, respectively.
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Furthermore, in order to treat the conduction fluxes to omfrithe building interiors (roof, wall) or the
ground (road), each surface type is discretized into seleyars (Figure 3.1). Per convention, the layer
with subscriptl is the one in contact with the air (hereafter 'surface layer’

The equations describing the evolution of the temperatof#ise layers (representative of the middle of the
layer) are based on energy budget considerations.

The prognostic equations for the surface layers of the wafi and road respectively, read:

aTRl o 1 * *
Cr, ot (1 = dsnowr) E (SR + L —Hp— LER — GRI’Q)
1
+(SSTLO’LUR @ (GRsnow,l - GRl,Q)
1
0T, 1
w1 A, - . L — Hw — Guw
C 1 at dw1 (Sw+ w G 1,2)
8Tr 1 * *
Crl 8t1 (1 - 5sn0w7’) d_rl (Sr + Lr —H, - LE, - G7’1,2)
1
+6STLO’LUT d_ (Grsnmu,l - GTI,Q)

T1

These three equations can be written in a generic way:

oT, Lo | rx 1
Lo (1- 55”‘"”*)61_ (S;+L;—H,— LE, — G,,,) + Osmows =— (Gronows — Garn)  (3.1)
*1

*1

Cu ot

Where, the subscript stands either fog, . or ,,, describing roof, road and wall variables (only roof and
road for water variables) respectively. This conventionded in the rest of this paper.
T,, is the temperature of the’" layer of the considered surface (in the above equatiéns; 1). Chp
represents the heat capaciky, the thermal conductivity and,, the layer thickness.
The fluxesS;, L}, H,, LE,, Gy, and Grnown stand for net solar radiation, net infra-red radiation,-sen
sible heat flux, latent heat flux, and conduction heat flux betwsurface layer and the underlying layer,
conduction heat fluxes between the base of the snow mantahansurface, respectivelys, ., iS the
snow fraction on the surface (which is zero on the walls).
It is assumed that the surface layer of each surface is sifflgithin such that the layer averaged tem-
perature can be used to evaluate the radiative and turbsiefdace fluxes. This means that the surface
temperatureq’, are computed as:

T, =T,

For the sake of clarity, the subscript will be removed in the next sections.

The other layer temperatures evolve according to a sim@éedwnduction equation. For tiké” layer:

or,, 1

C*kw = @ (G*k—l,k - G*k,k+1) (3.2)

In these equations, the conduction flux between layeasdk + 1 reads (fork < n wheren is the number

of layers):
< Ty, — T,
G, .. =\ S .l (3.3)
e T O (dy t dy )
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with
d*k + d*k+1

Mkl =
- (d*k /)‘k‘) + (d*k+1//\k+1)
The lower boundary conditions for the roofs and walls areegiby the building internal temperature, the

road one being represented as a zero flux lower boundary. Txesfbetween the'” layer (the inner layer)
and the underlying material are then:

(3.4)

Tr, — T,

GRypir )\nf(T?ﬂd (3.5)
2 n
Ty, —1;

Gu, . S WL — (3.6)
i %(dwn)

Tn,n+1 0 (37)

Note that the number of layers for roof, wall and road canediffn this study, three layers for each surface
are chosen. Due to large temperature gradients which cat) exid because of the multi-layer structure of
the walls or the roofs, it is recommended that at least 3 tagez used to represent each surface.

3.2.4 \Water reservoirs evolution

Liquid or solid precipitation intercepted by urban surfade rarely addressed in the literature, except for
sewer system and hydrological considerations. An excepgidsrimmond et al.[1991b], however, in
which the model used was initially dedicated to forest tgdand is limited to the water budget, computed
from the Penman Monteith equation. They added anthropogeaier sources and used tBe&immond et

al. [19914a] heat storage flux formulation.

Thanks to the presence of the surface temperatures in thestl#Bne, the saturation specific humidity, and
then the turbulent latent heat flux can be computed moreygasié section 5.2.5).

The liquid precipitation is intercepted by both roofs andds. There is runoff from roofs and roads to the
sewer system. Roads and roofs can be covered by a certaimanfauvater, parameterized by the variables
W, and W, respectively. These surfaces are impervious. Then,adsté defining a relative humidity,

it is more judicious to treat the fraction of surface covebsdthe waterg,. anddg. This part is saturated
(fractional water pools), while the other part is assumelddalry. Water evaporates when the air humidity
is not saturated until all water has disappeared from theemipus surface.

The snow-free fraction of the surface occupied by liquid ewas computed ass, = (W*/W*mm)g,
(Noilhan and Plantoj1989]), wherelv,, . is the maximum water amount on the surface.

Furthermore, urban dew is taken into account (in case oftivegktent heat flux), as its occurrence can
have significant effects, as pointed outRizchards[1998]. It requires a special treatment: when conditions
are present for dew to occur (air humidity larger than thefasgr saturation humidity), the surface is
considered wetd, = 1). This allows then a (negative) latent heat flux, which cantfié interception
reservoirs. These treatments are deduced from those fdblilage interception reservoirs in vegetation
schemes@eardorff[1978], Noilhan et al.[1989]).

Addition of an anthropogenic water source was not retaime@iEB, because it does not compute evapo-
ration over gardens or parks. lrrigation water input shdo#dtaken into account through the vegetation
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scheme dedicated to these natural surfaces. Howeverpantienic fluxes of water vapor directly into the
air exist in the scheme (see section 5.2.5), in order to semtefactory release for example.

Finally, the water-reservoir evolution equation is (foof@r road):

oW,
ot
whereR is the rain rate (kg m? s1) and L, is the latent heat of vaporization.
The reservoirs are of small capacity (the water in excesss &s runoff). They are set equal to
Wg,...=W, =1kg m 2, which is well in the range of values explored by Grimmond &t (1991).

Tmazx

The total depletion of the reservoirs by evaporation rezgjim general, a few hours for daytime conditions.

—R-LE,/L, (W, < Wa,..) (3.8)

3.2.5 Snow effects

Snow is intercepted by roofs and roads. A snow scheme is immgaiéed on each surface type. Snow density,
albedo, temperature and thickness of water equivalenhdeptparameterized. Radiation, sensible heat flux,
sublimation, conduction and melting are taken into account

The evolution rate of snow albedo is enhanced (and its miminaalue lowered) in order to represent car
pollution (dirty snow). A time-dependent drainage terrmisliided to take into account snow-plow work (if
any).

The snow fraction on roof or road surfaces is set equal to atimm of the snow interception reservoir
(Wsnow*): 5snow* = (Wsnow*)/(Wsnow* + Wsnow*max)' The parameteWsnow*ma:c is set equal tol kg
m~2. The snow has an effect on:

* the energy budget of the surfaces (as part of the downwaxct@imes from the base of the snow),
« the heat fluxes from the road towards the canyon or from thétowards the atmosphere,

« the radiative calculations for the canyon surfaces, beeafithe snow albedo, emissivity and temper-
ature.

3.2.6 Longwave budget

The trapping of long-wave radiation by the canyon surfasesomputed with one re-emission taken into
account (from thédohnson et al[1991] formulation).

The sky-view factors are needed. They are computed for tH& gdometry (an infinite canyon) according
to Noilhan[1981]:

U, = [(hjw)?+ 1Y% = hjw (3.9)
o = {hfw 1= [(hfw) + 1172}/ (/) (3.10)

These factors represent the fraction of sky seen from the aoa one wall respectively, compared to the
sky fraction that a flat horizontal surface would see withalstruction. The sky-factor for the roof is then

equal to 1. If the buildings are very low,. tends to 1 and’,, to 0.5 (one wall then sees one half of the sky).
In this case, longwave radiative fluxes from the roads willbéisturbed by the walls. On the contrary, if

the buildings are very tall, both sky factors tend to zera ediative exchanges will mostly occur between
the walls, and less energy will escape towards the sky.
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The net longwave radiation absorbed by the snow-free rodd\all surfaces is given as:

L= 60, L — e,«JT;l + eey(l— ‘IJT)JT;%
+ (1 — €)1 — V), L + erew(l —€p) (1 — U, (1 — 20, )oT4 (3.11)
+ (1 —ew)(1 - ‘Ijr)‘llwam
Ly = P — ewan) + ewwwam
+ (1 -2V,)oT2 + (1l —&)U, VU, L
+ ew(l =€) Wy(1 =2V, )L+ (1 —€,)(1 —2V,,)%0T4 (3.12)
+ 1 -)V,(1 - U,)0Td  + ew(l —ep)Ty(l —20,)0e T2
Where:
& = (1= dsnowr)er  FHlsnowr€renon
&TE = (1= Genowr)er T +snowr€ranon T how.

By inverting the snow-covered and snow-free road charitites in Eq. 3.11, the longwave radiative budget
on top of snow mantel can be defined. To deduce Eq.s 3.11 agdv@elused the fact that ¥, represents
the contribution of the sky to the road viewing, th@n— ¥,.) is the contribution of the two walls. For the
budget of one wall, the sky-view factor ,,, the road view factor is,, (per symmetry), and the facing
wall view factor is(1 — 2W,,).

3.2.7 Solar radiation
Direct solar radiation

Because of shadow effects, special computations are eshjtorestimate the solar flux received either by
the walls or the roads.

Let SV be the direct solar radiation received by larizontal surface at the first atmospheric model level.
The roof surface receives this amount of radiation.

Let 6 be the angle between the sun direction and the canyon axis\dme the solar zenith angle
(from zenith). Let us first consider a road perpendiculartte sun directionq = 37, Figure 3.2).
Ao = arctan(w/h) is defined as the zenith angle for which the sun begins to iifate the road. It can be
noted that whatever the sun position, one of the two walls ghadow, the other one is (partially) in light.
The mean direct solar fluxes received by both walls and bydhd,rfor a street direction perpendicular to
the sun, are:

Stg=T) — Tugl if A> X
w 2 %tann()\)SU if A< )Xo
Su(e_z) _ 0 if A> X
U2 T (1= Btan(n) SY if A< A

In order to take into account the other canyon orientationg, should replace by w/sin(#) in the above
expressions, and then multiply the wall fluxesdby(#). Then letd, be the critical canyon orientation for
which the road is no longer in the light (or for which the raaa is minimum if the sun is high enough),
ie.

0y = arcsi ( [w# 1})
o = arcsin ( min B tan(y)
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sl

road perpendicular to sun direction road perpendicular to sun direction

Sun low over the horizon A> A, Sun high over the horizonA< A,

Figure 3.2: Solar radiation input for a road perpendicutathe sun azimuth. In the TEB scheme, the
contribution of all the other road directions are averagéith this one.

Averaging a flux with respect to the canyon orientation isfqgrened with two integrations, one between
¢ = 0 andf = 6y, and the other one betweén= 0, andd = 7. The direct solar fluxes for walls, roads and
roofs then read:

st= gt [2% — %%tan(/\) (1— cos(@o))] (3.13)
sbo gu [% (% - %) + %tan()\) (1-— cos(@o))] (3.14)
Sp= s (3.15)

Note that from the previous equations, one can check theecaation relationS¥ + 2%53) = st

Solar radiation reflections

The scattered solar radiation received by the surfaSé)s i6 directly deduced from the sky-view factors.
Because of the canyon shape and the possible high albede sidittaces (white paint, snow), the shortwave
radiative budget is computed by resolving a geometric sydt® an infinite number of reflections. The
reflections are assumed to be isotropic: there is no speilaction in this model. Details of the following
calculations are given in Appendix A.

One defines\/, as the sum of the reflections against the road and wall:

Ry (0)+(1—¥, )@ (Ruw (0)+Wwaw R (0
M, = (12(1(72q1w§aw(+(1(—\)1/r)\1’wa—raw( : (3.16)

Rup (0)+ Wy vy Ry (0
My = 17(172\P1£))o¢w+(17‘llr)(\ll)wa_raw (3.17)

with

R,(0) = Sy +a S
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R, (0) = Sy —|—awS$)

ar = (1 - 5snowr)ar +5snowrarsnow

The total solar radiation absorbed by each of the surfacestig

Sf= (1-a)8Y+(1—-a)S +(1—a)(1—V,)M, (3.18)
St = (1 —ay)SE+ (1 —ay)SL (1 — ) (1 = 2W,) My, + (1 — ) ¥y M,

(3.19)
St = (1—ar)Sh+ (1 —agr)Sk (3.20)

Note that in these equations, a specific albedo of the swféglass, wet surface) for the direct solar
radiation, would change only theka terms.

3.2.8 Anthropogenic fluxes

Due to human activity, heat and moisture are released t@thslatmosphere. The two main sources come
from domestic heating and from combustion.

Domestic heating is explicitly resolved by assuming a camisinternal temperature, whatever the external
temperature. The default value is 290.15 K. The heat is thkased towards the wall/roof surfaces and
then towards the atmosphere through the conduction fluxutation.

The combustion source is split into two contributions in TEB model: traffic and industry. For each, the
heat and moisture fluxes, averaged on the town surfdeg {ric andL Ey.q 1 fic, Hindustry aNALE;pqustry),

are specified by the user (from available information on tvetactivity).

However, these fluxes dwot directly modify the surface energy budgets since they deased into the air.
The traffic related fluxes will modify the canyon air budgdigff are incorporated in Equation 3.24, see
next section). The industry fluxes are assumed to influereatthosphere directly.

3.2.9 Turbulent fluxes
Treatment of the urban roughness sublayer, momentum fluxes

In this section, the method to compute the turbulent fluxesvdésen the surfaces and the atmospheric
model will be presented. The resolution of the atmosphendehis far too low to be able to represent the
urban roughness sublayer motions, as it applies to the m&gsosThe atmospheric models do not usually
parameterize the exchange processes in this layer: it is dpithe surface scheme. If the first atmospheric
level is outside the roughness sublayer, the traditiondbse layer formulations can be used to compute
the turbulent fluxes. The problem is that the roughness gablean have a substantial extension over an
urban surface (several tens of meters), and the first lewbleodtmospheric model (often a couple of tens of
meters) is often within it.

Itis therefore necessary to have a closer look to the parination of the fluxestFeigenwinter et al[1999]
conducted measurements on a 50m height mast in the city ef Bagitzerland). The authors found that the
mechanical properties in the roughness sublayer (suctoéileprof velocity variances, non-dimensionalized
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velocity variances and spectra of wind components) behaviagy to rural surface layers. Furthermore,
they concluded that these quantities are quite well parnzet within the Monin-Obukhov similarity
theory, if local Monin-Obukhov length is applied.

Following their results, the TEB scheme computesrtimmentum fluxes for the entire urban (or sub-
urban) cover, with a roughness length formulation and the stability Gioiefnts of Mascart et al.[1995],
whatever the relative positions of the atmospheric levdltae roughness sublayer height.

In contrast,Feigenwinter et al[1999] found that the temperature characteristics, andantiqular the tur-
bulent heat flux, cannot be satisfactorily reproduced byMm@in-Obukhov similitude framework. They
attribute this discrepancy to 'thermal inhomogeneity andiifferent source areas’. The use of one unique
surface exchanging heat with the atmosphere (the classidalce layer approach) becomes debatable.
The approach of the TEB scheme is to suppose that thersvarmajor sources of heat from the artificial
cover towards the atmosphere, leadingtwm turbulent heat fluxes. These two different surfaces are
the roofs on the one hand, and tlmanyon systemson the other hand (see Figure 3.3). The two flux
contributions are averaged relative to their horizontalaar this is a way to represent the mixing in the
urban roughness sublayer.

Considerations on the turbulent transfer of moisture

Both for roof and roads, one will also explicitly supposetttiee transfer coefficient for turbulent heat and
moisture fluxes are identical (but different than for monoemy. Very few direct measurements of turbulent
moisture fluxes exist in the literature to validate or ingdatie this hypothesis.

Roth[1993] andRoth et al.[1993] computed statistics from data (including moistureasurements) gath-
ered during 10 days in summer in a suburb of Vancouver. Tharbulas composed of 36% artificial cover,
and of 64% greenspace. They showed poor correlation betveegperature and moisture characteristics,
and suggested it was caused by spatial inhomogeneity. Tonvelutled that in their case, the mixing for
moisture was less efficient than for heat. However, therengasin during this period, and the evaporation
came from the greenspace. Therefore, it is not possibleaw donclusion about a specific formulation for
the moisture flux in the TEB model.

Other latent heat flux data exist, but again during dry pexi@timmond et al[1999a] gathered data from
seven north-American cities, but five of them are suburbaegalhe two most purely urban cases (central
Mexico city, presented in detail i@ke et al.[1999], and an industrial site in Vancouver) show very small
evaporative flux: equal to 4% and 10% of the net radiationifduthe day) for the two sites, respectively.

Roughness length for momentum fluxes

The momentum fluxes are computed for the entire urban surfaeever, one difficulty lies in the determi-
nation of the roughness length to use in urban ar@ésringa[1993] reviewed some experimental rough-
ness length estimations for rather homogeneously builkngas. Dense low building roughness lengths
were found between 0.4 and 0.7m, and those for regularly4ouwns ranged from 0.7 to 1.5m. In these ex-
periments, they are approximately equal to 1/10 of the hooséuilding heightsBottema1997] presents

a model computing roughness lengths from building shapdsre@ative positions (normal or staggered).
He found the modeled, . to be in agreement with the available measurements. Setysékperiments

of his model show that the ratie,, /b ranges from 0.05 to 0.1 (except for very sparsely built greas
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Therefore, as a first approximation, the roughness lengthemEB model is set equal to:
Zotown = h/lo

(with an arbitrary limit of 5m), but it can be specified indepently, either from in-situ measurements or
more complicated formulations (see for example the reaanéew of Grimmond[1999b]).

Heat fluxes between roofs and atmosphere

The turbulent heat fluxes for the roofs are also recoverenh fatassical boundary layer laws (because
the roof heights are supposed uniform), with a roughnesgttenf 15cm (as observed gturrock et
al. [1977]). Again the stability coefficients dflascart et al.[1995] are used to compute the aerodynamic
resistanceRE Sp.

The effect on temperature and specific humidity of the diffee in height between the atmospheric level
and the roof level is corrected using the Exner functibn= (p/p0)"*/“»a, wherep is the pressurep
andp, are the surface pressure and the first level pressure in thespheric model respectively)y is a
reference pressure (equal to 100000 Pa), Anthe gas constant for dry air. One defines:

T, = T 11, /11,
do = qa 9ot (Tt:Ps)/0u;(Ta, Pa)

The heat and moisture turbulent fluxes between roof and gineos read:

Hr= Cyppa (To—Tean)/RESR
LER = Lyp, (qAa - QCan)/RESR

wherep, is the air density at first atmospheric level, atigl, the heat capacity of dry air.

Wind inside the Canyon

The computation of the wind inside the canyon is necessaggtimate the heat fluxes between the surfaces
and the canyon. The vertical speed along the wails,,,, as well as the horizontal wind speed in the
canyon,U.,,,, must be definedRotach[1995] presents turbulence measurements in and above artael
center of Zurich (Switzerland), for which the canyon aspatib ish/w ~ 1. Rotach[1995] observed that
fluctuations of the vertical wind speed,,, in the upper part of the canyon, are almost equal to thadrict
velocity u,, whatever the stability or wind direction aboveeigenwinter et al[1999] finds thatr,, /u. IS,
on the contrary, increasing with height for unstable caod&. However, their value af,, /u. near the roof
level (extrapolated using the Monin-Obukhov function) approximately 1.15, which is of the same order
of magnitude as thRotach[1995] results. They also found that for stable to weaklytaloke conditionsy.,
presents a maximum between the roughness sublayer ancettialisublayer above. However, does not
depart by more than 10% from its value in the inertial sublagiad is assumed constant with height in the
scheme.
Then, (assuming that all this holds true for other canyoreetspatios), the vertical speed along the walls
reads:

Wean = us = \/C_dHU_;zH (3.21)

U, is the wind velocity at the first atmospheric model level. Tnag coefficient(,;, is computed from the
temperatures and humidities in and above the canyon, and tiie roughness lengthy,, ., taking into
account the stability effects accordingNtascart et al[1995].
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The horizontal wind speed/.,, is estimated at half the height of the canyon. First, thézbatal wind
speed at the top of the canyon is deduced from the logarittani@bove it (Figure 3.3, right side), and the
displacement height is equal to two thirds of the buildingghefrom road surface (i.e. @t/3 under the roof
level - which is the zero height of the atmospheric model daasical assumption for plant canopies). Fur-
thermore, in order to consider all canyon orientations, sinde only the along canyon wind is considered,
an integration over 360is performed. At canyon top, this gives:

h/3
Usop = g In (Zotown) ||U_' ||
op — Az+h/3 a
T ln ( Zotown )
whereAz is the height of the first atmospheric model level above tloésro
To calculatd/..,,, a vertical profile of the wind inside the canyon is assumedle®ponential form is chosen

(as is done in vegetation canopies, cf &gya[1988]). Such a profile applied at half-height gives:
Ucan = Utopexp(_N/Q)

N must be determinedRotach[1995] finds from his case study,(w = 1), thatU.,, ~ 0.75U;,,. Studies
in corn fields (/w ~ 4), which could be assimilated to narrow streets, divg, ~ 0.4Uy,, (Arya 1988).
Therefore, the paramet& = 0.5h/w should be pertinent.

Then: ( , )
2 ]. h ln Z0 -
can — ——— | a 3.22
v weXp< 4w) In <—Az§+h/3) 1Tl (3.22)
town

Sensible and latent heat fluxes in the canyon

The turbulent heat fluxes between the canyon air and the atrecs are computed from the temperature and
humidity inside the canyon. The fluxes between surfaces angon air follow an empirical formulation.
The air characteristics inside the canyon are deduced tneradntinuity between the fluxes coming from the
surfaces and the flux with the atmosphere (inspired by thetagign canopy scheme Breardorff[1978]).

The heat fluxes are used in the energy budget conservatiati@os! involving the surface temperatures.
This is why a precise approach has been chosen, specifichisadace. Figure 3.3 displays a summary of
the TEB options.

Fluxes between canyon air and atmosphere: Above the canyon, the fluxes are estimated from classical
surface boundary layer laws. However in these formulae atheharacteristics in the canyofi,(, and
gean) @re used instead of the surface characteristics. The a®motc resistance above the canyon, called
RES;,p, is calculated with,,,,,, using the stability coefficients dflascart et al.[1995] (this formulation
leads to different drag coefficients for momentum fluxes amdhéat or moisture fluxes).

The heat and moisture turbulent fluxes between canyon arasatmere then read:

Higp = Cpypa (Ta—Tean)/RESuop
LEtop = vaa (qAa - qam)/REStop

Fluxes between walls, roads and canyon air: Between the canyon surfaces (road and walls) and the
canyon air, theRowley et al[1930] andRowley et al[1932] aerodynamic formulations are used. They
were obtained from in-situ measurements. These formukaalao used in the canyon circulation model of
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Mills [1993]. Other formulations of similar form exist in the litgure (see e.gSturrock et al[1977], either
from wind tunnel or in-situ measurements).

For simplicity, the same value is chosen for both road andswarlhe resistance is independent of the
stability inside or above the canyon. It reads:

-1
RES, = RESy = Cp,pa (11 8+ 4.2/UZ,, + (us + w*)Q) (3.23)

1/3
o g
w* N ( TC(ITZ QOh)

Whereu, + w, is the turbulent wind and), encompasses both road and wall turbulent heat fluxes.
Finally, the heat fluxes between the canyon surfaces andathn air read:

H,= Cppa (Tr —Tean)/RES,

Hy= Cpypa (Tw — Tean)/RESy

LE, = Lypa  6r(¢0e(Tr,Ps) — dean)/RES,
LE,= 0

Notice the form of the latent heat flux, where the fraction etwad,j,, is applied outside of the brackets.
Therefore, the evaporation from the surface occurs wheitZ,.) > gqn, €ven if very little water remains
in the interception reservoir. The same humidity treatnieperformed for roofs.

Canyon temperature and humidity

These quantities can be considered as output of a metemaldgrecast. They are computed diagnosti-
cally: the equilibrium between thermodynamic fluxes for ¢h@yon air is assumed to be valid at each time
step.The anthropogenic flux due to traffic is also taken into accoun Note that in this formulaliy,q  sic.
representative of the whole urban surface, has been seatbd toad surface.

HtOP = (1 - 5snow7’)Hr +%Hw +Ht7’affic + dsnowr Hsnowr

1 — apiq
(3.24)
1
LEtop = (1 - 5snowr)LEr +LEtrafficl ~ b + 5snoerEsnowr
(3.25)
Then
T 2h Ty H raffic H.snowr
T _ (1 - (5snowr)REST + ‘w RESy + RESmp + depi(lfjabld) + 55”0“”“ CpyPa (3 26)
can = 1 .
(1 = Gsnowr) RHS; T+ = RESy + RES
and
_ 6T‘qsa (T’f‘vps) LEleffiC LET.snow
qcan _ (1 5sn0wr) RtE‘ST + REStop vaa,(l abld) + 6517,0101” vaa (327)

(1 - 6snow7’) RES + REStop
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h/3

Aerodynamical resistances wind profile

Figure 3.3: Scheme options for: (a) aerodynamic resis&r(bg wind profile within and above the canyon.

Averaged fluxes at town scale

As mentioned above, the averaging operation performed tairolthe turbulent fluxes at town scale is in
itself a way to solve the problem of the roughness sublayanimics the mixing of the different sources of
turbulent heat fluxes, and then produdleses which are representative of the upper part of the surfae
layer, above the roughness sublayer. The energy fluxes releasi nydustrial activities is also added at
this stage.

The total heat fluxes from the artificial material areas talsahe atmosphere are then:

Hiown = apgHp + (1 — apg) Hiop + Hindustry (3.28)
LEtown = abldLER + (1 - abld)LEtop + LEindustry (329)
In order to have the total turbulent fluxés, LFE from the surface towards the atmospheric model, these

fluxes should be averaged with those computed by the vegetstheme for the other land surfaces (city
parks, gardens, fields, forest, bare soil...) and those Waier covered surfaces (rivers, lakes, sea...).

Solar radiation reflections

Suppose hereafter that the direct and scattered albedadbrsurface are identical. If this is not the case,
only the first direct solar reflection would be modified.
When the first reflection occurs, the fluxes stored by the romdveall, A, and A, are respectively:

A4,0)= (1-a)(S +SY
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The reflected part®, andR,, are:

After n reflections:

An+1)= A(n) +(1—oa)(1 =¥, )Ry(n)
Apn+1)= Ay(n) +(1 — ay)VyR.(n) + (1 — ay)(1 — 2V ) Ry(n)
R.(n+1) = +a,(1 =V, )Ry(n)
Ry(n+1)= +a, Yy R (n) + (1 — 204, ) Ry (n)
Then
A(n+1)= A.(0) +01-Y)1—-«p) zn: Ry, (k)
k=0
Apn+1) = Au(0) +Pu(1 — ) zn: R, (k)
k=0
+(1 - Q‘I’w)(l - aw) En: Rw(k)
k=0
and
Zni R.(k) = (1—=W.)a, Y355 Ru(k)  +R.(0)
k=0
2": Ry (k) = Vo Y1 2g Re(k)
k=0

+(1 = 2Wy) o, Y020 Ru(k)  +Rw(0)

Solving this geometric system yields, in the case of an i&inumber of reflections:

> B (1=¥,)ar (Rw(0)+VwawRr(0)
DY Re(k) = Re(0) + 1m0t oaas = Mr
k=0

> R (0)+ Wy Ry (0
S Ru(k) = e Pearan = My
k=0

The total solar radiation stored by road and wall is then:

Si= (1-a)S¥+(1—a)S} +(1—a)(1—T,)M,

SZ; = (1 - aw)Sz% + (1 - Oéw)Si +(1 - aw)(l - 2\ij)Mw + (1 - aw)(l - ‘Ilw)MT
The total albedo for the town is:

froadS:oad + fwallSZ)all + froofS:oof
Froad(Syoaq T Soad) + Fuwatt(Spay + Shan) + fTOOf(Siioof + S}’oof)

arpp =1—

(3.30)

Where froaa = 1 — apd, froop = apia AN froof = 22 (1 — ayq)
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symbol designation of symbol unit
geometric parameters
Qtown fractional area occupied by artificial material -
abid fractional artificial area occupied by buildings -
1 — apa fractional artificial area occupied by roads -
h building height m
h/l building aspect ratio -
h/w canyon aspect ratio -
Z0t0wn dynamic roughness length for the building/canyon system m
radiative parameters
AR,y Oy, Qo roof, road and wall albedos -
€R, €ry € roof, road and wall emissivities -
thermal parameters
dr,,, dr),, dw, thickness of the:*” roof, road or wall layer m
ARp» Argor Mg thermal conductivity of thé*" roof, road or wall layer wmtK!
Chrys Cryyy Cuy, heat capacity of thé*” roof, road or wall layer Jm! K™!

Table 3.1: Parameters of the TEB schem¥ote thata;,.,, is hot strictly a parameter of the TEB scheme,
but is used to average the output TEB fluxes with those coohpatehe vegetation and water portions of

the grid mesh. Note also that some surfaces between théngsjdsuch as
are not treated by the TEB model, but modify the canyon width,

gardens or parks for example,
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symbol designation of symbol unit
prognostic variables
Try,, Try,, T, temperature of thé'” roof, road or wall layer K
Wgr, W, roof and road water interception reservoir kgt
Wsnowr» Wsnownr roof and road snow interception reservoir kg
Tsnowrs Tsnowr roof and road snow temperature K
Psnow gy Psnowy roof and road snow density kg m—3
Asnow Ry Xsnowr roof and road snow albedo -
diagnostic variables
Tean canyon air temperature K
Gean canyon air specific humidity kg kg™!
Ucan along canyon horizontal wind ms?
Qtown town effective albedo -
Tsiown town area averaged radiative surface temperature K
input energy fluxes
! downward infra-red radiation on an horizontal surface W2m
St downwarddiffuse solar radiation on an horizontal surface W th
st downwarddirect solar radiation on an horizontal surface W th
Hiraggic anthropogenic sensible heat flux released in the canyon “Wm
LEraffic anthropogenic latent heat flux released in the canyon Wm
Hindustry anthropogenic sensible heat flux released by industries W m
LEindustry anthropogenic latent heat flux released by industries W m
other energy input
Tiyg building interior temperature K
output energy fluxes
Sk, Sr, S5, net solar radiation budget for roofs, roads and walls Wm
Ly, Ly, L}, net infra-red radiation budget for roofs, roads and walls WPm
Hgr, H,, Hy, turbulent sensible heat flux for roofs, roads and walls WPm
LER,LE,, LE,, turbulent latent heat flux for roofs, roads and walls Wm
GRy ji1r Grysrr Guy oy, conduction heat flux betweeri” andk -+ 1** roof, road or wall layers W m?
Hiown town averaged turbulent sensible heat flux W
LEown town averaged turbulent latent heat flux W n

Table 3.2: Energy fluxes and variables in the TEB scheme
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experiment name- reference  buildings suburban Insulated Insulated, Ti
parameter

Qtown 100% 70%

abld 50%

h/w 1 3 0.5

Z0town 5m Im

Tipra 290.15 K variable
dr, (dense concreje 5cm

dr, (aerated concrefe 40 cm

dr, (insulation laye} 5cm 20 cm 20 cm
d., (dense concreje 2cm

d.w, (aerated concrefe  12.5cm

d.w, (insulation layej 2cm 8cm 8cm
d-, (asphal) 5cm

dr, (dry soil) 10 cm

dr, (dry soil) 100 cm

aR 15%

a7 25%

ar 8%

€R 90%

€w 85%

€r 94%

Table 3.3: Urban characteristics for the sensitivity ekpents. Only the parameters different from the
reference experiment are shown. Composition of the layerdisplayed with the corresponding layer

thickness.
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4.1 |ISBA surface scheme

4.1.1 Force restore approach
Treatment of the soil heat content

The prognostic equations for the surface temperdfyrand its mean valug&;, over one dayr, are obtained
from the force-restore method proposedBiyumralkar[1975] andBlackadar[1976]:

0T

2
= Cr(R,— H—LE) - (T, — Tb), (4.1)

ot T

Ty 1

== = (T.-T 4.2

8t 7_( s 2)7 ( )

where H and LE are the sensible and latent heat fluxes, @&hdis the net radiation at the surface. The
surface temperaturé; evolves due to both the diurnal forcing by the heat i R, — H — LE and a
restoring term towards its mean valifg. In contrast, the mean temperaturg only varies according to a
slower relaxation towards.

The coefficientCr is expressed by

c, ¢, o

CT _ 1/ <(1 - ’Ueg)(l _psng) + Ueg(l _psnv) psn> (43)

whereveg is the fraction of vegetatior(/, is the ground heat capacitg, is the snow heat capacitg,, is
the vegetation heat capacity, and

WS h S

Pona = G P = s P = (L )y e (44)

are respectively the fractions of the bare soil and vegwtatbvered by snow, and the fraction of the grid
covered by snow. HeréV,,.,, = 10 mm, andhs = W/ p; is the thickness of the snow pagk; (s the snow
density). The partitioning of the grid into bare soil, vegj@in, and snow areas, is indicated in Fig.(4.1) .
The heat capacities of the ground and snow canopies arecteghe given by

b/2log10
wsat) /2log

w2

Cy = Cysat ( :Cy <15 x107° Km*J ! (4.5)
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Ey
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I veg I l-veg———»

Figure 4.1: Partitioning of the grid

whereG g, is the heat capacity at saturation, ang,; the volumetric moisture content of the soil at satu-

ration; and
T 1/2
Cs=2x ( ) (4.6)

AsCsT

where); = \; x ps!88; ¢ = ci(ps/pi): \i is the ice conductivityr; is the heat capacity of ice; and is
the relative density of iceQouville [1994], Douville et al.[1995]).

After an intermediate surface temperatlig is evaluated from Eq. (4.1), the cooling due to the melting of
snow is considered following

Tt = T" — CrLg(melt) At 4.7)
whereL is the latent of fusionAt is the timestep, and the melting rate of snow is

Tn - TO
C.L;Al

melt = pgp < ) ;o melt >0 (4.8)
Here,

Ty = 273.16 K;

T, = (1 —veg)Ts* 4+ vegTy

Similarly, the intermediate mean temperatdfg” obtained from Eqg. (2) is also modified due to the
melting/freezing of water in the soil layer occurring fontperatures between5°C and0°C (Boone et
al. [2000]). The resulting mean temperature is

T2+ = TQ* + (Awg)frozeanng (49)
with
Ty — 268.16
(B prosen = |1~ (0 )| ) = wae — A0) 4.10)
(AwQ)frozen =0 1f Ty < -5°C or Zf T > 0°C (411)

whered = 15 ¢m is an estimated average of the penetration of the diurnagwew the soil. Only the mean
temperaturel, is modified by this factor. The surface temperatilite however, indirectly feels this effect
through the relaxation term in Eq. (1).
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Treatment of the soil water

Equations forw, andw, are derived from the force-restore method applied by De#r@977) to the
ground soil moisture:

ow ol Cs

a—tg - E(Pg —E,) — T(wg — Wgeq) ;0 < wy < Wsat (4.12)
Ows 1 Cs

i P (Py— Ey— Ey) — Dr mazx [0., (w2 — wye)] ;0 < wo < wsae (4.13)

where P, is the flux of liquid water reaching the soil surface (inchglithe melting),F, is the evaporation
at the soil surfaceF, is the transpiration ratep,, is the density of liquid water, and, is an arbitrary
normalization depth of 1 centimeter. In the present foroig all the liquid water from the flux’, goes
into the reservoirsy, andw,, even when snow covers fractions of the ground and vegatafibe first term
on the right hand side of Eq. (12) represents the influenceidéice atmospheric fluxes when the contri-
bution of the water extraction by the roots is neglected. @befficientsC; and C5, and the equilibrium
surface volumetric moisture,.,, have been calibrated for different soil textures and roogst (Noilhan
and Planton1989]).

The expression fof’; differs depending on the moisture content of the soil. Farseds (i.e.,wg > wy),
this coefficient is expressed as

Wy

w b/2+1
C1 = Clsat (—t> (4.14)

For very dry soils (i.e.qw, < wyiy), the vapor phase transfer needs to be considered in ordepto-
duce the physics of water exchange. These transfers armetmdzed as a function of the wilting point
wyitt, the soil water contenw,, and the surface temperatufg, using the Gaussian expressidrgud et
al. [1993], Giordani[1993])

_ 2

C1 = Clymaz €XP _ (wg = Winaz)” (4.15)
202

where wya., Cimaz, @Ndo are respectively the abscissa of the maximum, the mode, lendtandard

deviation of the Gaussian functions (see Appendix B). Thermtoefficient(Cs, and the equilibrium water

contentwg.,, are given by

w2
Cy = Coye 4.16
? ? f(wsat—w2+0.01> (4.16)
p 8p
Wgeq = W2 — QWsqt (;UQt) [1 — <U7;02t) ] (4.17)

For thews evolution, Eq. (13) represents the water budget over thdasa@r of depthd,. The drainage,
which is proportional to the water amount exceeding the feglgacity (i.e..w2 — wy.), is considered in
the second term of the equation (9dahfouf and Noilharj1994]). The coefficien’; does not depend on
wy but simply on the soil texture (see Appendix A). Similarlynroff occurs whenu, or w, exceeds the
saturation valuev,,; or when a sub-grid runoff scheme is used. Coeffici€nts,;, Cimaz, Corer @andp are
made dependant on the soil textuko{lhan an Mahfouf1996])
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Root zone soil layer option In the standard two-soil layer version of ISBA, it is not pibssto distinguish
the root zone and the total soil water reservoirs. With thregHayer version, the deepest soil layer may
provide water to the root zone through capillary rises oatyl the available water content for transpiration
is defined agwsqr — wsqr) X da.

The bulk soil layer (referred to as, in the previous sections) is divided into a root-zone layath a depth
ds) and base-flow layer (with a thickness definedas d»). The governing equations for the time evolution
of soil moisture for the two sub-surface soil layers are tertfollowing Boone et al[1999] as

Owg 1 C C4

T o (Py— E,— Ey) — —d; max [0, (wp — wye)] = = (w2 — ws) (4.18)
Owg d2 03 C4
—_— = —= = - — — 4.1
ot (d3 —d>) { dszaX 0, (wa = wge)] + T (w3 wg)} (4.19)
Cs
— —————max |0, (w3 —w¢.)| ; 0 < w3 < wgg 4.20
(ds — do) T [0, (w3 se)l 3 ¢ (4.20)

whereCy represents the vertical diffusion coefficient. It is defired

Cy = CypepTaztir (4.21)
(4.22)

wherew;, 3 represents the interpolated volumetric water contentesntative of the values at the layer
interface ). TheCy,.r andCy, coefficients are defined using the soil sand and clay conteotsistent
with the other model parameters (see the section on modélaeets). In addition, the’y,..; coefficient

is scaled as a function of grid geometry. The equations aegiated in time using a fully implicit method.

Exponential profile of ks, In this version, the soil column assumes an exponentiallprafithe saturated
hydraulic conductivityk,.., with soil depth (Decharme et al. 2006). This parameteonatepends only on
two parameters, which represent the rate of decline oktheprofile and the depth where,,; reaches its
so-called "compacted” value.

ksat(z) = ksat,ceif(Z7dc) (423)

wherez(m) is the depth of the soil profilef (m~!) is the exponential profile decay factor adm) the
compacted depth wherg,; reaches its compacted valug,; . given by Clapp and Hornberger (1978). In
the standard approaclfi,varies with soil properties (texture and/or rooting degit) can not exceeim !
andd. assumes to be equal to rooting degith Sensitivity tests to these parameters and a detailedssisnu
about this parameterization can be foundiecharme et al[2006]. The main hypothesis is that roots and
organic matter favor the development of macropores andrexghthne water movement near the soil surface,
and that soil compaction is an obstacle for vertical watangfer in the deeper soil. This exponential soil
profile increases the saturated hydraulic conductivityhatgurface by approximately a factor 10, and its
mean value increases in the root zone and decreases in théagee in comparison with the values given
by Clapp and Hornebergef1978]. In ISBA, all hydraulic force-restore coefficients'(, C2,C3 andC4)
are re-formulated to take into account this; profile.

Treatment of runoff in th Isba initial version Run-off occurs whenwy exceeds the saturation value
wsqt. IN its standard version, ISBA simulates surface runofbtigh the saturation excess mechanism (also
known as Dune mechanism), therefore, runoff is only produgben the soil is saturated (i.e:; exceeds
the saturation value,,;). Note that ifws exceeds the saturation, the excess water is added to tmageai
term.
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When the scale of variability of runoff production is smaliban the typical scale of the grid scale (which
is common in most applications), the soil almost never sé#grand the runoff production is very low, even
though, in reality, a fraction of the cell is saturated andglproduce surface runoff.

In order to account for subgrid scale runoff, three paraisations are available and are described hereafter.

The variable Infiltration Capacity (VIC) scheme. This subgrid parametrisation was introducedHs-
bets et al[1999] following the approach of the Variable Infiltratiora@acity (VIC) scheme, described in
Wood et al[1992] andDumenil and Todin[1992] and inspired from the Nanjing modéll{ao[1992]). In
this scheme it is considered that the infiltration capadhg (haximum depth of water that can be stored in
the soil column) varies non-linearly within the grid cellhd fraction of the grid cell that is saturated is a
function of some soil parameters (the soil water contengaftration, the wilting point and the root depth),
the soil water content of the root zones) and a new parameter, callédwhich represents the shape of the
heterogeneity distribution of effective soil moisture aaiby.

This approach is summarized in Fig. 4.2. A grid cell is assilitnébe composed of an infinity of elementary
reservoirs, whose infiltration capacity continuously garfrom 0 and a maximum valudg,. The mean water
content {vg-) is the sum of the water content of all the reservoirs.

Wsat
3 0.4’ ]
wn H
=]
s s
]
£ & 0.3
: :
£ .| Contenu en eau Q wfc
g de la maille = 0.2 ]
g ..
§ i Ruissellement 8
< ] K] wwilt
3
0.1
V] Ds/S 1
Fraction de la maille (en surface) 0
i

0. 02 04_06 08 I
Surface saturee

Figure 4.2: Simplified scheme of the VIC subgrid runoff. Lefirinciples. Right : variation of the saturated
proportion of the grid cell for several values of the soil aratontent and of the parametein the VIC
model. In Isba, the saturated fraction of the grid is comghletweenwy,,;;; andwq:
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1 is the water content of the non satured elementary ressr{ailr reservoirs with a water content belaw
are saturated)A(7) is the saturated fraction of the cell. In case of preciptat{P), all reservoirs with an
infiltration capacity lower than + P will be filled, and then produce runoff. The runoff is the sufrttze
contribution of the elementary reservoirs.

In this scheme, the infiltration capacity is given by :

-\ b
i:@nh—(L—Amﬁ}@:qu:1—<1—$ﬂ (4.24)
im
where A(7) is the fraction of the grid cell whose the infiltration caggds lower thani (0 < A(i) < 1),
i, IS the maximum infitration capacity of the grid cell, alhg the curvature parameter, which controls the
distribution functionA : the runoff is high wherb is high, and low wher is small.
In the grid cell, the runoff is given by :

i+P i i+ P\t aNGE
.= A(i)di = P 11— —(1-— 4.25
%= [ A +b+1[< z‘m> ( z‘m> (4.29)
For a water content,, the saturated fraction of the grid celk(w-)) is given by:
T
+
Alws) =1 — (1 i ) (4.26)
Wsat

After preliminary testing of this parameterization on thdddr watershedHabets et al[1999] found that
the parameterization generated too much runoff in sumnradrfosoil conditions. To avoid this problem, a
threshold was introduced in the soil wetness, under whiobffuas not produced. This threshold was set
to be the wilting point ().

TOPMODEL approach TOPMODEL (TOPography based MODEL) attempted to combineirtipor-
tant distributed effects of channel network topology andaiyic contributing areas for runoff generation
(Beven and Kirkby1979], Sivapalan et al[1987]). This formalism takes into account topographic- het
erogeneities explicitly by using the spatial distributioithe topographic indices);(m), in each grid-cell
defined as follows:

)\i =In (CLZ/ tan ﬂl) (427)

wherea;(m) is the drainage area per unit of contour of a local pixelandtan 3; approximates the lo-
cal hydraulic gradient wherg; is the local surface slope. If the pixel has a large drainaga and a low
local slope, its topographic index will be large and thus, ability to be saturated will be high. Then,
this topographic index can be related to a local water defeit using the spatial distribution of the to-
pographic indices over the grid cell, a saturated fractfeat, inversely proportional to the grid cell mean
deficit, D, (m), can be defined. The "coupling” between TOPMODEL and ISBA paposed byHabets
and Saulnier[2001] and generalized bPecharme et al[2006]. The active layer used for the ISBA-
TOPMODEL coupling is the rooting layer, and not the total solumn. TOPMODEL describes generally
the evolution of a water storage deficit near the soil surfhaereacts quasi-instantaneously following rainy
events Beven and Kirkby1979]). In that case, the root zone appears to be a reasrabipromise in
ISBA. So, the relation between the grid cell mean deficit dredsoil moisture computed by ISBA is simply
expressed as:

0< Dt = (wsat — ’LUQ) X d2 < d() (428)
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whereds(m) is the rooting depth and,(m) the maximum deficit computed as the difference between the
saturationwsat, and the wilting pointw,,ilt :

do = (Wsat — Wyir) X do (4.29)

So for a given rooting soil moisturey,, a mean deficitD;, is calculated and it is therefore possible to
determine the saturated fraction of the grid-cell. The fy@,,,,, is thus simply given byQ,, = P X fsat
where P, is the throughfall rain rate. Fap, lower than the wilting point, the mean deficit is a maximum,
D; = dy, fsar = 0 and no surface runoff occurs. Note that, the spatial disidin of the topographic index
in each grid-cell can be computed with the three- parameternga distribution introduced bgilvapalan

et al. [1987]. The three parameters are derived from the meandatdrdeviation, and skewness of the
actual distribution that can be done by the HYDRO1K datasatlekm resolution or another database. This
TOPMODEL approach has been intensively validated botheatdhional and global scal®écharme et
al. [2006], Decharme and Douvill§2006 and 2007]).

Horton runoff approach. The Horton runoff occurs for a rainfall intensity that exdeethe effective
maximum infiltration capacity. This infiltration excess rhanism tends to dominate the overland flow
production in most desert or semiarid regions where sharfathevents can be very intense, but also where
the absence of vegetation and other organic matter preveatdevelopment of a porous soil structure
through which water can move easily. The development ofradhust at the soil surface can also inhibit the
infiltration (arid or frozen soil). So the Horton runoff);,,,;, is calculated using two infiltration functions
following Decharme and Douvill§2006]:

Qhort = (1 — 5]0) X max (O, Sm + Pg — Iunf) + 5]0 max (0, S + Pg — ]f) (430)

where S,,, is snowmelt,P, the throughfall rain rate/,,,; and I the infiltration functions over unfrozen
and frozen soil, and; the fraction of the frozen soil. These functions depend ait zrone soil moisture

conditions as well as on soil hydraulic properties. WhenHioeton runoff (being estimated only on the
non-saturated fraction of the grid) is activated with theC\dr the TOPMODEL runoff, the surface runoff
is given by :

Qs = Qtop_or_vic + (1 - fsat) Qhort (431)

Treatment of drainage The gravitational drainage when > wy. is given by the following equations
(Mahfouf and Noilharj1996], Boone et al[1999]) :

Ky = %g—zmax[o, (w2 — wye)] (4.32)
K3 = %dﬁ*@ max|0, (ws — wye)] (4.33)

wherer is a characteristic time (one day).

(s is theforce-restoreparameter which account for the velocity at which the hutgigrofile is restored
to the field capacity. This parameter depends on the hydrgutiperties of the soilNoilhan and Mah-
fouf[1996]. In ISBA, it can be described by an empirical equaton depends on the proportion of clay in
the grid cell.

C3 = 5.327 - X 1043 (4.34)

clay
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Subgrid drainage In the original formulation, the drainage stops below théf@apacityw.. Within
the framework of the Safran-Isba-Modcou modghabets et al[2008]) a subgrid drainage was introduced
in order to account for unresolved aquifers in the model. gideal drainage was introduced in ISBA. The
equations above are slightly modified :

Ky = %%max{wdg, (wa — wye)] (4.35)

Ky = %dﬁsdz max(wgs, (w3 — wyc)] (4.36)

In this formulation,w; (for each layer) is expressed as :

min(w e, w;) — wgmm> (4.37)

Wq; = Werainmax | 0,
wfc - wgmin

wherewg,qir, IS @ parameter to be calibrated, angl . a small parameter to avoid numerical problems.
warain MUst be calibrated using discharge measurements duringetigds. Seéaballero et al.[2007],
andHabets et al[2008] for calibration with discharge for the Safran-Isld@dcou model.

Treatment of soil ice

The inclusion of soil freezing necessitates the additiosostalled phase change to the thermal and hydro-
logic transfer equations. In addition, a freezing/dryingtimg/thawing analogy is used to model changes in
the force-restore coefficients so that they must also befieddaccordingly. Terms which have been added
to the baseline ISBA scheme are underlined in this sectidnlevterms which are modified are denoted
using anx superscript. Additional details related to soil freezimhpesme can be found Boone et al[2000]
andBoone[2000b].

The basic prognostic equations including soil ice are esqwé as

T 2
> = o [Ry = H — LE* — Ly(M, - Fyu)| - 7”(1; —T) (4.38)
oT: 1
=2 = _(TS - TQ) + CG*LfFQw 5 (439)
ot T E—
ow 1 N Cy* ,
52 - v [01 (P, — Eyy + M,) — @} — - (wy —wgeq”) (4.40)
(wmin < Wy < Weat — wgf) ) (441)
8w2 1 % C'3 *
i m (Py— Egi — Ep" + My — Fyy) — TmaX(O, wy — wee™) (4.42)
(wmin < wy < Wgay — W2 f) > (443)
Owyg ¢ 1
ai = m (Fgw — ng) (O < Wy f < Weat — wmin) ) (4.44)
6w2f 1
ot (dQ—dl)pw 2w (Owaffwbat w ) ( 5)

wherew, ; andw, y represent the volumetric soil ice content’(m—3) in the surface and deep-soil reser-
voirs, respectively. The phase change mass and heat sinkc€derms F; kg m—2 s~1) are expressed
as

Foo = (1= psng) (Fgf — Fym) (4.46)
Fyw = (1=psng) (Fop — Fam) (4.47)
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where them and f subscripts represent melting and freezing, respectivigdg freezing and melting phase
change terms are formulated using simple relationshipscas the potential energy available for phase
change. They are expressed for the surface soil layer as

Fgf = (1/7_i) min [Ks €sf max(O, To — Ts)/CI Lf> Pw di (wg - wmin)] ) (4-48)
Fom = (1/7) min [K; €5y, max(0, Ts — To)/Cr Ly, pwdiwg ] (4.49)
and for the deep soil layer as
Fyp = (027/7) min ey pmax(0, To — 12)/Cr Ly, pw (d2 — d1) (w2 — wmin)] ,  (4.50)
Fyr = (1/7) min[ez,, max(0, o — To)/Cr Ly, pu (d2 — di) wag] . (4.51)

The characteristic time scale for freezing is represented, ifs). The phase change efficiency coefficients,
€, introduce a dependence on the water mass available foe ghasnges which are expressed as the ratio of
the liquid volumetric water content to the total soil potgdor freezing, and the ratio of ice content to the
porosity for melting. The ice thermal inertia coefficientisfined a<”; = 2(xr/\; Cip;m)Y? (I M2 K-1).
The insulating effect of vegetation is modeled using a coefiit defined as

K, = (1 - %) (1 - %) , (4.52)
where the dimensionless coefficients have the valigs= 5.0 and K3 = 30.0 (Giard and Bazild1999]).
The most direct effect of vegetation cover is to slow the mitphase changes for more dense vegetation
cover as energy not used for phase change is assumed to aonltve vegetative portion of the lumped
soil-vegetation layer.
The deep-soil phase change (freezing) term is multipliecalfgctor ¢ ;) which essentially limits ice
production during prolonged cold periods. Itis defined a4} i> 2y, Where

Zfmax — 4/(CG*CQ) (453)

and the actual depth of ice in the soil is defined as

wgf
= d _ 0< <d 4.54
zZf 2 <w2f+'LU2> ( > 2f 2) ( )

Ice is assumed to become part of the solid soil matrix. Thiacisomplished by defining the modified
porosity (eg.Johnsson and Lundif1991] as

wsat* = Wgqt — wjf (455)
where j corresponds to the surface)(or sub-surface2) soil water reservoirs. This, in turn, is used to
modify the force-restore coefficients (sBeone et al[2000] for more details).

4.1.2 Diffusive approach
Governing Equations

The governing equations for the heat and mass transfer fnensurface down through the soil column for
the snow-free case are expressedBa(e[2000], Boone et al[2000], Habets et al[2002]):

T,

ch% _ % Lo (4.56)
@’Ll)l 8F (I) S[
o = - — T — — min S S sat — Wy 4.57
Y % Tire  pu (w w; < Wsat — W) (4.57)
@’LUZ' P SZ

= - — < W < Wsat — mn 4.

5 Timm - (0 < w; < Wsat — Winin) (4.58)
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Eq. (4.56) is the vertical component of the heat transfelagguo: heat flow is induced along the thermal
gradient and due to convection, is the total heat capacity (12 K—1): it is represented by a lumped heat
capacity in the surface layer, and by the soil heat capacilyit the sub-surface layers) is the thermal
conductivity (Wm~! K1), F'is the vertical flow rate of water (nr!), 7, is the composite soil-vegetation
temperature (K) at the surface and the soil temperaturefonkub-surface layer® (Jm=3s71) is a latent
heat source/sink resulting from phase transformation bfvgater, and the soil depth; (m), is increasing
downward.
w; andw; in Eq.s (4.57) and (4.58) represent the volumetric liquidevand liquid water equivalent ice
contents of the soilg® m—3), respectively. They are related to the total volumetritevaontent {3 m—3)
through

w = w; + w; . (4.59)

In Eq. (4.57),5; (evapotranspiration, lateral inflow) arff] (sublimation) represent external sources/sinks
(kg m—3 s—1), of the liquid and ice liquid equivalent soil water, restyegly, L is the latent heat of fusion
(3.337x10° J kg™ 1), andp,, is the density of liquid water (1000 kg ). The total soil porosity i3v,q
(m?® m~3), andw,,;,, is @ minimum liquid water threshold (0.0@4° m~3).
The phase change terms on the right-hand sides of Eq.s @n87}4.58) represent a mass transfer between
the solid and liquid phases of the soil water. The contineiguation for the total soil volumetric water
content is obtained by adding Eqg.s (4.57) and (4.58) and sodstituting Eq. (4.59) into the resulting
expression to have

ow OF 1

- - = (g < < .
ot 02 o (Sz + Sl) (wmm S W S wsat)

Surface and soil heat transfer
Heat flow is along the thermal gradient, so that the soil heat(flv m—2) can be expressed as

orT
G=\—.
0z
The soil thermal conductivity and heat capacity are exjpoasss functions of soil properties and moisture.

The parameterizations are described below.

Calculation of the thermal properties The thermal heat capacity and thermal conductivity arerpara
eterized as functions of the soil moisture and texture bytrB¥AT schemes. SVAT schemes which par-
ticipated in PILPS-phase2c predicted, in general, growat fluxes poorly, which is most likely related to
thermal conductivity parameterizatiohidng et al.[1998]). ISBA uses the formulations froMcCumber
and Pielkd1981: MP81] together with parameter values fr@tapp and Hornbergef1978] to evaluate the
heat capacity and thermal conductivitMdilhan and Plantorj1989: NP89]), but it is known that thermal
conductivity estimates using the MP81 model tend to be tagelfor wet conditions (nearing saturation)
while underestimating thermal conductivity for dry soiklso, there is no consideration of frozen soils in
this formulation. There are several alternatives to usirighiP81 model for thermal conductivity, and one
such method is that discussedRaters-Lidard et al[1998]. The layer-averaged soil heat capacity can be
written as

cgj = (1= Wsat)CsoitPsoit + Wijcw + w;jc; (4.60)

wherec; andc,, are the heat capacities of ice and liquid watei{(J m—3). C,,;; is the specific heat of the
soil (Jkg~! K1) andp,,;; represents the soil dry density. The specific hégt{) value of 733 kg 1 K~!
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for soil minerals/quartz fronPeters-Lidard et al[1998] is used. The dry density is sometimes measured,
but it can also be estimated from the soil porosity assuntiegsame solids unit weighPéters-Lidard et
al. [1998)):

Psoil = (l_wsat)psolids )

wherep,iqs represents the unit weight of the solids (2700mkg). The heat capacity of air in the soil is
neglected in Eq. (4.60).

For fine soils or coarse frozen soils, the methodahansern1975] was shown byrarouki [1986] to be
the most accurate relative to other commonly used methadsafoulating thermal conductivity. Follow-
ing Peters-Lidard et al[1998], the thermal conductivity is calculated as the waghsum of the dry and
saturated thermal conductivities froldohanserj1975])

A= Kodsar + (1 — Ke) )\dry (461)

whereK. is the non-dimensional Kersten number.
The dry thermal conductivity is defined as

0.135ps0i1 + 64.7
Psolids — 0-947psoil '

Ndry =
whereg,, isin Wm ™! K 1. For crushed rock,
Ary = 0.039wger *2 .
The saturated thermal conductivity is written as
Asat = Ago1T0ma) ) (Wsar=xu) y o (4.62)
wherey,, represents the unfrozen volume fraction of the soil. It i as
Xu = Wsat (W1/w) (0 < xu < Woat) -

In Eq. (4.62),); represents the thermal conductivity of ice (2.2 ! K), )\, represents the thermal
conductivity of water (0.57 Wn—! K), and the thermal conductivity of solids is written as

1—
)\soil = )\qq )\0 7.

The quartz content)(< ¢ < 1) is non-dimensional. Itis fit as a function of sand (follogithe method of
Noilhan and Lacar&re [1995] using the data from PL98:

g = 0.038 + 0.0095 Xgana (4.63)

where the fraction of the soil comprised by sand is represkhy X,..q (%). The relation is shown graphi-
cally in Fig. (4.3). The thermal conductivity of quartz ipresented a3, (7.7 Wm ™! K), and the thermal
conductivity of other minerals is represented\@{W m ! K) where

20 ¢>02
» :{

3.0 ¢<0.2
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Figure 4.3: The relation between quartz conteftand sand fractionX.,.q) Of the soil (%). The relation-
ship between quartz and sand content is described by E®)(4l&e data are plotted using the valueg; of
from Peters-Lidard et al[1998] and the sand fraction fro@osby et al[1984].

The Kersten number is written as

Ko— 0.7logp@ + 1.0 6 > 0.05 coarse
1 logypf +10 6>01 fine ’

and for frozen soils it is
K.=0 (4.64)

wheref is the degree of saturatiom(w,) of the soil layer. Because use of Eq. (4.64) can result imgela
jump in K. as a soil begins to freeze, the following expression is useg@drtially frozen fine soils:

K. = (w;/w) (log;p 6 + 1.0) + (w;/w)6 (4.65)

The same weighting scheme in Eq. (4.65) can be used for csaitseas well.

Integration of the heat equation Integrating the heat transfer equation [Eq. (4.56)] dowiawato the
soil to obtain the average temperature Msoil layers:

—#-1 0T, —Zi-1 0G -1
g, — 7 ® 4,
/Zj o5 e / iz + / dz (4.66)
where
T ,_L/_Zj_le (4.67)
9.5 = Az )., gaz :
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Ty, ; is the layer averaged temperatuye 1, ..., N), the vertical index is increasing downward anfiz;
is defined ag;; — z;_.
Carrying out the integration in Eq. 4.66 using the operatdgq). 4.67 yields

0Ty, ;
Achhj @id = Gj_l — Gj + AZj(I)j (4.68)
The layer average temperatufg ; is assumed to be centered(at + z;_1)/2. The layer-averaged heat

capacity of each layer is represented as

Chj =

{ Cgj (]:2>N)
1/

C’TAzl) (]: 1)

where the surface thermal inertia coefficie@t¢ K m—2 J-!) is described in the next section. The soil heat
flux across each level; is defined using the flux defined fro@arslaw and Jaegef1959] as
v (T =Ty j+1)

C = Nz Bz 2

where); is the thermal conductivity at the interface between twetayexpressed as

X' . AZJ' + AZjJrl
T Az /A1) + (Azi/Ag)

In general, the contribution of convective heating to thealosoil temperature change is relatively small
and can be neglected. Vapor transfer effects have beerpm@ated and are currently being tested: they
are not outlined here. The model grid configuration is shawRig. 4.4. The shaded region at the surface
represents a vegetation/biomass/litter layer. The prsigmeariables T}, ;, w;, andw;) are shown (water
store variables will be discussed in subsequent sections).

Boundary conditions

Upper boundary condition The surface temperature of the mixed soil-vegetation nmedgiexpressed

as.
1 9T,

Cr ot
whereT; = T, 1, and the flux between the atmosphere and the surface is eggrasyy = G = R, — H —
LE. This definition of the prognostic equation fof is similar to that presented [Bhumralkar[1975] and
Blackadar[1979]. Itis the same as the standard Force-Restore mefigdilman and Plantorj1989] if G
is expressed as a restore term. The thermal inertia coeffifiethe composite surface layer is expressed as

o 1
"7 beg/Cv + (1 — veg)/Cq

whereveg represents the vegetation cover fraction. The thermatian@r the vegetation((y ) can be case
or species dependent. The soil thermal inertia is definédviiolg Noilhan and Plantorj1989] as

1/2
™
=2
CG <)\10ng>

wherer is a time constant corresponding to one day. In ISBA, thetatigem medium and the uppermost soil
layer are lumped together and are assumed to have the sapergtare (i.els = T, whereT,, represents

= R,—H—LE—Gi+Azd, (4.69)
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Figure 4.4: The model grid configuration: soil prognosticiables temperaturel{, ;), liquid volumetric
water content(; ;) and volumetric ice contentu( ;) are layer mean quantities. The soil heat;l and
liquid water fluxes £;) are evaluated at each level,. The surface energy budget is evaluated defining
Ts = Ty,1. The shaded region at the surface represents a vegetatimais/litter. The soil depth, is
increasing downward (away from the atmosphere).

the vegetation temperature). The uppermost soil thickn&ss, must be chosen to be sufficiently thin in
order to be consistent with the daily surface temperatuctedy.e., several cm).
The flux between the surface layer and the sub-surface geit la expressed as

_ o (Ts=Ty 2)
gl = 2 )\1 Az1+Azo
)\1 o Az1+Azo

= Az )+ (B2 /X2)
(4.70)

The thermal conductivity of the surface layer is represgiig ;. There is an option to include the effects
of a vegetation/mulch/thin biomass litter layer using:

A= [1—veg(1- f)l M

where f, is a reduction factor for the surface layer thermal conditgtidue to the presence of mulch or
organic material. The value of this parameter ranges betWwee f, < 1, depending upon the insulating
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effect of the material. Following from the ideas @Gfonzalez-Sosa et g1999], it is assumed that the
humidity effects dominate the mulch thermal conductivBased on the aforementioned work at MUREX,
fv is currently assigned a value of 0.10 (meaning the mulchtaEeconductivity is roughly a tenth of that
corresponding to the soil). The impact of assuming a lowerttal conductivity for the mulch layer is to
increase the insulation of the solil (relative to a baresadle) thereby increasing the surface energy (which
can then increase the surface temperature diurnal waveitad®l augment the surface fluxes, etc.) and
diminishing the thermal wave penetration depth within thi. sin the limit when there is no vegetation
(i.e.,veg = 0), the thermal inertia coefficient collapses inC'r = Az cy andX; = A; so that Eq. (4.69)
takes on exactly the same form as the sub-surface soil tetuperequations. When the mulch-layer option
is inactive, them\, = ;.

Lower boundary condition The average temperature for the lowest layer is writtengigig.(4.68) as

Oy (Gy-1 — )
ot cgN Azn '

where the heat flux from belowy is assumed to be negligible, resulting in a zero-flux loweurtzary
condition (i.e. Gy = 0). Note that in order for this assumption to be valig; must be sufficiently large
(deep). The annual temperature wave penetration depth ggerieral, on the order of several meters (eg.,
Figs 4.5 and 4.6), so thaty must be at least this deep in oder to accurately model theesnjperature
profile at time scales of an annual cycle or more. An alterma¢¢hod to increasing the soil depth is to
specify the lower boundary flux using an annual mean soil tgatpre and an appropriate scaling depth
(Lynch-Stieglit1994]). This depth can be estimated as the annual wavenaénatdepth [see Eq. (4.73)].
The only drawback is that the mean annual soil temperatulettza annual wave penetration depth must
be knowna priori. The advantages are that less model layers can be used (atwalemodel depth)
thereby reducing computational expense and memory/stoeuirements, and the soil temperature profile
is “constrained” to some extent by observational data. €hily in the model, there is an option to apply a
prescribedl™ (either as a constant or varying in time):zat

[Ty — T* (2 = zn)]

Gn = An (28 + 2n-1) /2

)

Vertical grid  The soil model grid levels do not necessarily have constaatiag. The assumption that
the vertical temperature gradients are largest near tliacuiand smaller deeper in the soil indicates that the
grid spacing can increase with increasing soil depth. Ifist@rest to specify the first grid level to be thin
enough to resolve the diurnal temperature wave. An estiiatgis depth is calculated using conductivity
calculated by Eq. (4.61) for thawed soils with the relationviiave penetration depth fro@ickinson[1988]:

1/2
2y = <A”> (4.71)

Cg1T

Since the diurnal wave penetration depth)(is a function of soil moisture and texture, an average or
maximum value could also be used to a good approximatios: villiue might represent thg depth for
the average soil moisture etc. The diurnal wave penetratapihs computed using Eq. (4.71) are shown in
Fig. (4.6). The depthy is plotted as a function of the normalized volumetric watemtent defined as

W — Wit

Wnorm =— ———— (0 < Wnorm < 1) (472)
Wsat — Wwilt
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Thez,; depth usually ranges from 12-18 cm for most soils across tie@ninal range of soil moisture: values
in the range from 12-15 cm could be used for most general cases

It is of interest to compare the method of Johansen to the gdethMcCumber and Pielk§l981] which

is used by many surface vegetation atmosphere transferTsshemes including ISBANoilhan and
Planton[1989]). Thez, values computed using the method\déCumber and Pielkf1981] together with
the soail classification and hydrological parameter valuesstie force-restore method used by ISBA, this
variability in z4 is accounted for as there are no fixed soil depths which efffiectliurnal cycle. But when
using a fixed grid geometry, as is the case for the diffusiothotk outlined herez, calculated from the
method of Johansen is more consistent with a fixed grid gegmet
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Normalized Volumetric Water Content (m3/m3)

Figure 4.5: The diurnal temperature wave penetration defat}) for the 11 soil classes fror@lapp and
Hornberger[1978]. Depths are plotted as a function of normalized sailewcontent [EQ. (4.72)]. Thermal
conductivity is calculated using the methodMECumber and Pielk§l975] together with soil hydraulic
parameter values froi@lapp and Hornbergef1978]. Soil depths are in m.

The depth of the lower limit of the soil-temperature modeiddn depends upon the time scale: if annual
cycles are to be properly handled, the lower boundary deptban be determined using Eq. (4.71) as

1/2
2y = <A365T> (4.73)

Cqg T

where z, denotes the annual wave penetration depth. Notedhand A should be evaluated using an
estimate of the total soil column mean water content. Theianwave penetration depths computed using
Eq. (4.73) are shown in Fig. (4.6). The depth(labeled on the right side of the figure) is plotted as a
function of the normalized volumetric water content.
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Figure 4.6: The diurnal and annual soil temperature wavefpation depthsz(;) for the 11 soil classes from
Clapp and Hornbergef1978]. Depths are plotted as a function of normalized satiewcontent [Eq. (4.72)].
Thermal conductivity is calculated using the methodatianser{1975] as presented Wyeters-Lidard et

al. [1998]. Soil depths are in mz; should be used as a guild-line for determining the maximupeupost

soil layer depthz;, and the minimum total soil depthy .

Numerical solution of the soil temperature equation Neglecting the phase transformation term,
EqQ. (4.68) can be written using an implicit time scheme as
At

7" — T‘n—l
! 5T einy

(1=9) (6" = G ) +e(Gia" - 6] 4714

wherep = 1 (backward difference) is currently used for the soil tenapere profile ¢ = 1/2 corresponds

to the Crank-Nicolson scheme). Using either scheme, treatiset of diffusion equations can be cast
in tridiagonal form and solved with relative ease. Althoubk Crank-Nicolson scheme is more accurate
(second order), the surface energy budget equation issoiM&BA using the backward difference scheme,
so for consistency this scheme is used to evaluate the idiffusrm in Eq. (4.68).

The superscripta — 1 andn represent the values at the beginning and end of the timeAtepespectively.
The solution method is shown in Appendix B. Once the new teatpee profile has been determined, phase
changes are evaluated and the profile is updated. The phasgecmethod is described in section 4.

Liquid Soil Water
The vertical soil water flux from Eq. (4.57) is derived assngnsoil water transfer arises due to pressure

gradients and a background drainage, and it is expressed as

o Dy 0
—k=— (¢ + 2) — Dopd¥ _ g, (4.75)
0z pw 02

whereF is the vertical soil water fluxips—!), k is the hydraulic conductivityrh s—1), ¢ is the soil matric
potential (m),K is an additonal linear background (low) drainage term (Ai)s andz is the soil depth

F =
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(m). The first term on the right hand side of Eq. (4.75) repnes®arcy’s law for liquid water transfer.
The second term represents the water flux due to vapor trandfie third is used to maintain a minimum
streamflow under dry conditions. The isothermal vapor caotidity D, (kg m~2 s~ 1) is a function of soil
texture, water content and temperature followBigud et al.[1993], except for some slight modifications
due to the inclusion of soil ice outlined here.

This representation of the fluxes results in the so-calletkédiform” of the Richard’s equation. It permits
the use of a heterogenous soil texture profile (by considehe gradient of matric potential as opposed to
soil water content).

Flux parameterization The vertical soil water flux term [Eq. (4.75)] can be exprelssemore compact
form as:
o

~ 5

z
wheren (m?s~!) represents the effective diffusion coefficient anid the total drainage flux (nrs). They
are expressed as

F = —¢ (4.76)

n =gp(k+Dyy)
¢ =k+ Ky
(4.77)

The factorp is a coefficient which acts to limit vertical diffusion in thesence of a freezing front (see
[Eqg. (4.80)]). The first term on the RHS of Eq. (4.76) is thdudifon term and usually is positive (directed
upward), the exceptions possibly being during precigitatisnowmelt or perhaps soil thaw events. The
second term on the RHS of Eq. (4.76) represents total draiaad is always directed (positive) downward.
Note that if vapor diffusion is neglected, the soil is notzeo and the linear drainage term (option) is
negligible, the vertical flux given by Eq. (4.75) collapsetoithe standard Darcy flux expression for liquid

water movement: P
F = —k— .
(W +2)

Soil Freezing As a soil freezes, ice is assumed to become part of the soiixitaereby reducing the
liquid water holding capacity of the soil. The degree of sation of the soil by liquid water is expressed as
w — Ww; wy

0 = - 0<oe<1),

Wsat — Wy Wsat |

wherew,,;; represents the soil liquid water holding capacity. The pityas decreased in the presence of
soil ice as it is assumed ice becomes part of the soil maeeEsone et al[2000] for more information).
The hydraulic conductivity and soil water potential areatetl to the liquid volumetric soil water content
through the relationsGlapp and Hornberge[1978]):

k = kg, ©%13 (4.78)

Y= Ysat @711 (4.79)

whereb is an empirical parametek,,; is the hydraulic conductivity at saturatiof,; is the water potential
at saturation ana,; is the soil porosity. In recent years, several SVATs (eg.A/I8ang and Nij2002])
have adopted the idea that the saturated hydraulic comdtycdecreases exponentially with increasing soil
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depth Beven[1984]). This can be handled by ISBA-DIF since Richard'sa@n is expressed in mixed-
form (i.e. a heterogeneous profile laf,; can be specified).
Soil ice has the effect of decreasing the hydraulic conditigtrelative to a thawed soil with the same total
soil moisture. The ice impedance coefficient is represehted. It is calculated followingJohnsson and
Lundin[1991]:

o = 10 % wi/w (4.80)

where the coefficient,, is currently assigned a value of 6 proposedLmndin [1990]. This coefficient
prevents an overestimation of the upward liquid water fluxh® freezing front. Note that the model is
rather sensitive to this parameter, and a calibration migghtequired to obtain optimal agreement with
observations. The dependencegobn ice content ratiow; /w) is shown in Fig. 4.7. Note that the effect of
this coefficient is currently under investigation, and thirnate formulations (such as dependence on soll
temperature rather than soil ice) will also be explored.
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Figure 4.7: The dependence on the water flux impedance fgetam soil ice fraction {v; /w) for various
values ofa,, (denoted as “Eice” in the figure). This coefficient is mulgol by the vertical soil water flux,
and as such can strongly modulate vertical flow of liquid wated subsequent freezing.

Vapor diffusion  The isothermal vapor conductivity can be expressed as

dpy
o
wherep, represents the water vapor density in the air-filled porespd the soil, andD, represents an
effective molecular diffusivity iilly [1982]). It can be written followindraud et al.[1993] as

D,y = D, (4.81)

D, = Dy, fl/a(p_p;p) (482)
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where the tortuosity is, = 0.66, and the atmospheric and soil vapor pressures are repeelsbypp and
pu, respectively. The functiorf,, is defined as

[Wsar — (wp +w;)] [1 + (w; + w;) [ (wsar — wg)]  (w > wy)
fz/a = {

Wsat (w < wk)

wherewy, is a parameter which defines the point corresponding to $sedbcontinuity of the liquid phase
in the soil pores (0.05 fm~3 for the current study). The functiofy,,, is related to the available pore space
for vapor, or volumetric air contentu(;,: — w; — w;). The molecular diffusivity coefficient for water vapor

is given as
T\"™
Dye = ¢ (%) (T_f> >

wherec, = 2.17 x 107> m? s7!, n,, = 1.88, andpy = 10° Pa. It is assumed that the soil water vapor is in
equilibrium with the liquid, and that the air is saturatedtwiespect to the ice present in the soil so that the
vapor density can be expressed as

Pv = Pv sat(T)Xsat hV + (1 - Xsat) Pv satimin(Ta Tf) 5

where the humidity is given by

g >
h, =
exp (Ry T
The soil ice factor is defined as
Xsat = (wsat - wi)/wsat (483)

Taking the derivative op, with respect ta and substituting the resulting expression and Eq. (4.88) in
EqQ. (4.81) using the ideal gas law for water vapor results in

ayp Dy fua Xsat 9 Pv sat hy

Do = o0y (RTY

The diffusion coefficientd),) is shown in Fig. (4.8) for four soil textures over the entia@ge of soil wetness
(w;/wsq) @aSSUMIngG a constant temperature and pressure of 300 K 43@3 ®a, respectively. It is largest,
in general, for the most coarse textured soils approximatelor below the soil permanent wilting point
value. A comparison between the vapor diffusion and the dayldr conductivity are shown in Fig. (4.9).
This shows that vapor diffusion comprises the most sigmiticantribution to the net diffusion process over
a soil water range around the wilting point. In the Isba femestore method, this vapor phase transfer is
parameterized within the coefficie@t for dry soil (Braud et al.[1993] andGiordani[1995]

Linear Drainage ISBA is increasingly used in studies for which river hydmgjois simulated. The stan-
dard Richard’s equation poses a problem for dry conditiarikat the observed constant minimum riverflow
occuring during dry seasons is poorly simulated. The actaase of such flows is most likely subterranian
lakes, surface lakes, water table interactions, etc., kvare all not currently explicitly modeled by ISBA.
The most simplistic fix to this problem is to impose a lineaidage term which can be calibrated based on
observed minimum riverflows outside of periods of activecjpiation or snowmelt.

Etchevers et a[2001] calibrated such a parameter for the 3-layer ISBA EdRestore approach and greatly
improved discharge statistics for certain sub-basinsiwithe Rhone basin in France. In this method,
a drainage is calculated assuming the water content is a& sonall increment just above field capacity
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Figure 4.8: Soil vapor diffusion coefficient() for four soil textures assuming constant soil temperature
and pressure.

(thereby resulting in a steady, but relatively small drgmdlux). Adapting this method into the current
model results in

min (W e, W;) — Wimin
Kd = ksat[(wfc + wdrain) /wsat]2b+3 X{ [ ((w:;_ ljmzn) ] }
The term on the left of the multipication sign is constanting. The rightmost term is a linear scaling term
which reduces the constant drainage as the source soil daigsr out. The field capacity water content is
given byw.. Thewg,q;, can be calibrated and is generally on the order of 0.081m?3, although it can
vary by an order of magnitude. It is zero (therefdfg = 0) when this option is off (i.e. local scale studies
etc.).

Layer averaging Integrating Eq. (4.57) downward into the soil to obtain tlegmostic equation for the
layer-average volumetric liquid water content for edgdhyer gives

— i — 2 F —Zi_ (p
/ owy -/ “a_dz—/ “(Sl— )dz (4.84)
—z ot —z 0z —z Lpuw
where
! / T d (4.85)
Wy = —V—— wiaz .
! Azj )z

wy ; is the layer averaged volumetric liquid water contght(1, ..., N).
Carrying out the integration in Eq. 4.84 using Eq. 4.85 ygeld

Az'@wlj

Az: D
1ot — Q-

—Fi-1 Lpw

= F -F
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Figure 4.9: The total hydraulic conductivity contributeofrom liquid water g) and vapor D,,,;,) for three
soil textures as a function of soil wetness. The soil tempesaand surface atmospheric pressure have
constant values of 285 K and1Pa, respectively.

where
Qj = AZJ' Sj (486)

is in kg m~2 s—1. The flux across a model level;) is written as

~ w _¢ ~
Fl_ = F = (i) [( Ao AT /2] - G (%) (4.87)

1 represents the so-called interfacial matric potentiak tialculated from

bj = Sty + (1= 0y )¥ieq (4.88)
where the delta functiony, ; is defined as

1 ¢j2wleqj
Oy j :{

0 ¢j < ¢leqj

1eq 5 1S the interfaical matric potential assuming hydrostatjaitbrium. It is calculated assuming that the
total matric potential or head is constant from the layeeriiaice ¢;) to the mid-point of the layer below
(Noilhan and Plantorj1989], Koster and Suarefd996]): 0v/0z = —1:

Vieq; = Yjr1 — (Azj +Azjyp1) /4 .
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From Eq. (4.88), diffusivity and conductivity are evaluaigsing the so-called upstream value of the matric
potential, which is similar to the simple model proposedvighrt and Pan1984], except that the equilib-
rium matric potential value is used in place of the lower fayatric potential (equivalently the volumetric
water content in their case as they assumed a homogenousxdoik profile). As ifMMahrt and Par1984],

the upper layer matric potential (water content in theiregas used in the presence of a wetting front. Such
an interpolation is needed due to the coarse nature of thiealegrid mesh typically used in SVATs intended
for atmospheric models. A graphic representation of therpalation method is shown for two contiguous
soil layers with different textures (and therefore, diffet soil hydraulic properties) in Fig. 4.10.
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Figure 4.10: The interfacial soil matric potentiaﬁj represents the matric potential centered:atand
Afj = (AZ]' + Azj+1) /2.

This method results in a better approximation of the soilew@iix than specifying that the flux from the
mid-point of layerAz; to z; is equal to that from layet; to the mid-point of layerAz;; (as is used to
derive the solil heat flux), as the diffusivity and condudyivare more consistent with the soil water gradient
(Mahrt and Par{1984])).

Boundary Conditions

Lower Boundary The lower boundary condition is modeled as gravitationalrdrge (vertical diffusion
is neglected). The mean water content of the lowest layeseasd to evaluate the flux so that from Eq. (4.87)
one can write

Fn = —(v = —kn—Kq .

Under moist conditionsFy ~ —ky, whereas for very dry conditions, it is possible t#g; dominates the
drainage (depending on the value specifiedAQ).

The diffusion term (i.e. capillary rise across the lower raldooundary) can be significant, however, when
the water table is neaty. An option exists for utilizing this information using a it expression consistent
with the vertical flux formulation used for the other modetdas, however it is currently not included in the
current model release (as typically water table informat®not available in atmospheric models).
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Upper Boundary The upper boundary condition represents infiltration. Wigten as
I = _FO = min(Rt — QT, _FmamO) (489)

where [ is infiltration (ms~!), R; (ms~1!) is the through-fall rate (sum of canopy drip, precipitatiand
snow-melt) andF,,,... ¢ represents the maximum water flux into the surface soil lal/ke sub-grid surface
runoff, Q,., is assumed to be zero for local spatial scales, but it carigméfisant at larger scales (it is
described below). For simplicity, it is assumed that the imaxn infiltration rate is simply given by:

Frazo = Fsat (490)

Note that for small or point scales,,.... o can be sufficiently small compared & to generate surface runoff
from Eqg. (4.89). But for climate scale applications (larged steps and spatially averaged precipitation
rates),F,q. 0 from EqQ. (4.90) will almost always be larger th&h (except for the cases of thoroughly frozen
soils or large snowmelt rates) because rain rates are aei@ger relatively large spatial (and sometimes
temporal) scales.

For non-local scale applications, an alternate form of ¢gtitey surface runoff is needed. A variable-
infiltration capacity (VIC:Diimenil and Todon{1992]) sub-grid surface runoff scheme is used in ISBA
(Habets et al[1999]). Q.. represents sub-grid surface runoff from saturated regidtign the computational
unit/cell which is computed as

}1/(1+B) Rt

. — (E”‘_Eu}’i ) 1
Qrcrlt = [1 - s PwZr |:(1+B)(Esatfwwilt)}

(wsat 7wwilt)
= R, — PwZr et =\ (7 = 0 \11+B
Qr t Al (wsat wr) (wsat wwzlt) [max ( s QT Crlt)]

(4.91)

with the constraints:
Qr =0 if (Qr < O) or (mr < mu)ilt) )

w, represents the average total water content of a soil laiggrdl and solid waterw) integrated from the
surface down to the depth. It is defined as

(Zé\; Az U)j) + wn, +1max (0, z, — 2n,.)
Wr = N, (Zr < ZN)
(0, Az) +max (0, 2 — 2,

whereN,. is the total number of soil layers for which > z; (i.e. the depth is greater than or equal to the
lower boundary of the soil layef). Note that the pososity and wilting point volumetric watentents are
also averaged over. using the same operator. This depth should be at least $exesaf centimeters thick
(Liang et al.[1996]).

It should also be noted that several authors use a form ofyi3dexv assuming the soil right at the surface
is saturated as the maximum potential infiltration rétalirt and Pan1984], Abramopoulos et a[1988]).
This, however, has a very minimal impact on the infiltratioorpared to the above equation) for the time
and space scales considered in typical ISBA applicationd, the linearization of such a term can pose
some numerical problems (the linearized surface flux camadlgtexceed the amount of water available for
infiltration under some rare circumstances). For these easaons, Eq. (4.90) is used currently in ISBA.
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Solution method The equation for liquid water transfer is solved using:
0j(wy" — w7 = (1) (an_l - Fj—ln_l) + e (F" = Fja") — Q" .

wherep; = Az;/At, andn indicates the value at the end of the time stap, The Crank-Nicolson time
scheme is currently used to integrate the equations in fimef = 1/2). The flux terms can be linearized or
an iterative solution method can be used. The linearizatiethod is obviously more attractive for numerical
weather prediction applications as it consumes less CRidgpathis method, an uppermost layer of several
cm thickness can safely be used for typical GCM (upper limnitA¢) time stepsBonan[1996]). Note that
updates in mass owing to phase changgsafe evaluated in a subsequent computation (see section 4).

Soil moisture sink term  The sink term is composed of soil water losses/gains due dpagxanspira-
tion/condensation and gains due to lateral inflow or scedadbil water excess. The production/reduction of
soil ice decreases/increases the liquid soil water comtbiié leaving the total soil water content unchanged.

Evapotranspiration Bare soil evaporation/,, is extracted from the uppermost soil layer only. Transpi-
ration, ., can be extracted from multiple layers. A normalized roote fraction is specified for each soil
layer, and is zero for layers below the root zone. Normalizadspiration weights are then calculated based
on the specified vertical root zone fraction and the thickredseach model soil layer:
T Az,
TS S 0<g<1),
j=1 1 Az;
where¢; represents the transpiration weight. Note tEchl ¢; = 1 unless there are no roots, in which case
& = 0. T; represents the root fraction:

N
Ty =1.
j

This parameter is not well known for many regions and tramagipin from SVAT models can be highly
sensitive to the vertical root zone distributioDgsborough1997]): this study suggests the use of a uni-
form distribution. A uniform root zone distribution can beegified by settingl’; constant within the root
zone soil layer(s), or a simple exponential function depemndn plant cover can be specifieth¢kson et
al. [1996]). In ISBA, the effect of water stress on transpiratis modeled using a normalized soil moisture
factor (Noilhan and Plantor§1989], Calvet et al[1998a]):

Wnj = Wi 5 — Xsat j Wwilt j (6 < wn; < 1) (4.92)

Xsat j (wfcj - wwiltj)

where w,,;; is the wilting point volumetric water content, ands a small numerical valuex{ 1073 ).
The coefficientys,; is related to the reduction in layer-average porosity dugh&inclusion of soil ice
[Eq. (4.83)]. From Eq. (4.92), sail ice in the root zone candar plant evaporation even if atmospheric
conditions are conducive to transpiration and the totdlvgater content is above field capacity.

The factor in Eg. (4.92) is applied to the stomatal condwzaso that transpiration can proceed at an
unstressed rate relative the soil water for moisture valles/e field capacity, and is negligible for soils
drier than wilting point. The layer-averaged water stresgdr, which is applied to the net transpiration, is
calculated a®an and Mahr{1987]

N
wy, = Z&jwnj .
Jj=1

The above coefficients are simply used to partition the p@ason among the various root-zone soil layers.
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Soil moisture excess When the increase over a given time period in observed toiaMsater content
exceeds that of precipitation less evapotranspiratiomatexdlly induced source (negative sink) is assumed
to occur Calvet et al.[1998b]). This can be due to lateral inflow of water (most ljeor capillary rise
from below the observation depth. Since vertical diffusammoss the base of the model is assumed to be
negligible, this source is parameterized as lateral infldlwe vertical distribution is assumed to be linear
down to the depth of the soil moisture observations:

P 5UjAZj
’ Eé\le O jAz;

i

wherev; represents the normalized soil water excess coefficiedty anis a delta function which is either 1
or 0 depending on whether or not excess inflow is occurringyet;. For applications where soil moisture
excess is not available, this source is set to zero.

Liquid water sink  The external soil water source/sink term [Eq. (4.86)] isresped as

Qi = & (%) Ey + 6g;Egr, — vj Xs .
Xs represents the soil water excess (lateral inflov), ;, is the evaporation from the bare soil surface
(uppermost layer), andl, ; is a delta function which is unity only the uppermost soilday,; = 1), and
is zero for all the other soil layers. The uppermost layerrisspribed to be thin in order to capture the
daily cycle in bare-soil evaporation. The root zone fractio this layer, Y, is usually set to zero. The
transpiration, bare-soil evaporation and water excesss@re in units okg m—2s .

Soil ice

Soil ice [Eqg. (4.58)] increases when there is energy avalétr ice production, while decreases are due
to melting and sublimation. In order to avoid a more compatetly intensive iterative solution procedure
[between Eqg.s (4.56)-(4.58)], the soil temperature is @iastulated using Eq. (4.74), then the phase change
term (®,) is evaluated. The temperature for a given layer at timeill then be adjusted at the end of the
time step such that;" — T if melting or freezing occurs (wherg; is the freezing point temperature).
The method presented Boone et al[2000] and inBoone[2000] for ISBA-DIF has been modified owing to
research involving PILPS-2806wling et al.[2002]) with ISBA (Habets et al[2002]). In original test sim-
ulations involving ISBA-DIF using the PILPS-2e experimardesign and forcing, it was found that nearly
all of the near surface water froze, and this caused somalistie conditions (although no observations
are available to verify this)Boone et al[2000] treated NWP-time-scale events, and soil freezing ma

as extensive as in the PILPS-2e domain. Thus, it was decadaddpt an approach which determines a
maximum liquid water content as a function of temperatuiegithe Gibbs free energy method. See for
exampleCox et al.[1999], Cherkauer and Lettenmai¢t999] andKoren et al.[1999] for examples of this
method used in SVATs. Many examples exist in soil-scienegdiure: se@oone[2000] for references.
The main difference between this method and the one presenBoone et al[2000] is that not all of the
available liquid water is frozen. The method outlined henepresents a near seamless model change in
that it does not augment CPU’s significantly, and it requitesdditional parameters.

The relation between the soil water potential and tempegdtr sub-freezing conditions is frofuchs et

al. [1978]:

Ly (T —1Ty)

YT = g7
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The potentialy)* can be substituted in the expression for the soil matricrgiatkin order to obtain the
maximum unfrozen (liquid) water content at a given soil temgure,7’. Currently for ISBA, this is the
Brooks and Corey1966] model as modified b§lapp and Hornbergef1978], so that

o W ( ¢>«< -1/b
max — Wsat|
wsat

During phase changes, the total soil water content w; + w;) for each soil layer is conserved, so that,
for example, as a soil freezes, the liquid water content déltrease owing to a corresponding increase in
soil ice content«;). This concept can be used to establish the maximum temyperat which soil ice is
present (again using the Gibbs free energy concept) as

LyTy
(Lf—gv)
where the soil liquid water potential is defined as a functibthe liquid water content using the relationship
from Clapp and Hornbergef1978] [EQ. (4.79)]. The maximum unfrozen fractiom; (,ax /wsat) aNdw; max
as a function of temperature depression are shown in FitylY4for three soil textures. Note that a larger

percentage of liquid water can freeze for more coarse tedtsoils and that relatively dry soils might have
very cold temperatures before any freezing takes place.
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Figure 4.11: The maximum unfrozen fraction; (,,.x /wsat) @Ndw; max @S @ function of temperature depres-
sion for three soil textures. The corresponding porosityes (v,.:) are shown in the right panel (thick
horizontal lines) as a reference.

The phase change term is parameterized in a manner simithat@resented iBoone[2000], Boone et
al. [2000] andGiard and Bazilg2000], but with the available thermal energy evaluatedgie difference
Tmax — T as opposed té'; — 7', and the available liquid water for freezing being definedd@isy; — w; max
as opposed ta; — w; min. The freezing and melting terms are, respectively:

@ = min [Ksermax (0, Tinaxj — 15) ¢iy Lgpwmax (0, wyj — Wimax;)| /Ti
B,

min [Ksemax (0, T — Tinax j) ¢is Lpwwij] /7
(4.93)

wherec; is the heat capacity of ice (1.88310° J K—! m~3). A parameter which represents the characteristic
time scale for phase changes is represented, if§ziard and Bazilg2000]). It can be determined through
calibration, possibly (eventually) be related to soil tegt A constant value of 3300 &is currently used.
The expressions for the phase change efficieneiearfde,,) are parameterized as functions of liquid soil
water for freezing and soil ice for melting (similar to the tined used byCogley et al[1990] andPitman et
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al. [1991]:

{ wj/ (Wsat —wij) (Tj < T¥)
EJ = .
w;j/ (Wsat — Wmin)  (Tj > TY)

The principle of using such coefficients is that it is assurtted when the grid box average liquid soil
moisture is relatively large, more energy is used for fregzhe soil compared to a more dry average soil
with the same available energy (for freezing). Itis alsodimentary method for modeling sub-grid freezing
effects. The same basic idea holds for soil ice melting.

The surface insulation coefficienk s, is modelled followingGiard and Bazilg2000] and is written (here
in non-dimensional form) as

veg LAI)
Ki=(1—-— 1—— K, <1
° ( K2)( K3 O<K.<1)

where the values froniard and Bazileg[2000] are usedK> = 5 and K3 = 30 m> m~2. For relatively
dense vegetation covers (i.e., latgd I andveg), more energy is used to heat or cool the vegetation while
less is used to freeze/thaw the soil water/ice (comparedstoface with less vegetation).

The total phase change is then simply expressed as theedifiebetween the freezing and melting compo-
nents, although note that one or the other is always zero:

Pj=Qpj— P

Using the above model, the phase changes tend to follow Healkm soil specific freezing characteristic
curve fromFuchs et al[1978], although there can be considerable scatter abutrib owing toe < 1 and

K, < 1, and ice can be present at significantly above-freezing-ayerage temperatures. In the limitas
and K; become unity, the scatter is greatly reduced, and the presafrice at above-freezing temperatures
is also greatly reduced.

An example of the application of the above model to a cold ataris shown in Fig. (4.12). The forcing and
parameters are from Goose Bay, Canada (Ross Brown, peismnahunication). The relationship between
simulated soil temperature and liquid water content fob @il layers using the model as presented herein is
shown in the upper panel, and the relationship for whiahd K’ have been set to zero is shown in the lower
panel. Each point represents at value at a 30-minute tinpefstevhich eitherZ; < T or w;; > 0.001 m?
m3.

Soil ice and the overall soil water content are decreasedalseblimation. This term is expressed as

SZ‘ = A21 Eg[ 5

whereE, ; represents the liquid water equivalent loss of soil ice ftbmbare soil (uppermost) model layer
(kgm—2sh).

The temperature and soil water profiles are updated at theoktite time stepAt, using the calculated
phase change term together with:

o o AP,
1} - T] + Chj
wr j = WLi T Tipw
/ At D;
wr"™ = w5
(4.94)

Additional final minor adjustments are made as needed teeptesupersaturation of a layer, etc.
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Soil freezing characteristic curve
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Figure 4.12: The simulated unfrozen liquid water fractien /((w; + w;)) as a function of temperature
depressionqy — T') for five soil model layers. The forcing are from Goose Bayn&@da. The parametees
and K, have been set to one in the lower panel.

4.1.3 Treatment of the intercepted water

Rainfall and dew intercepted by the foliage feed a resembivater conteniV,.. This amount of water
evaporates in the air at a potential rate from the fractiarf the foliage covered with a film of water, as the
remaining par{1 — o) of the leaves transpires.

WT 2/3
d= 4.95
(Wrmax > ( )
Following Deardorff[1978], we set
oW,
5 = vegP — (E, — E.) — Ry ; 0 < W, < Winas (4.96)

where P is the precipitation rate at the top of the vegetatiéh, is the evaporation from the vegetation
including the transpiratioi’;,, and the direct evaporatiaohi. when positive, and the dew flux when negative
(in this caseF;,. = 0), and R,. is the runoff of the interception reservoir. This runoff acg whenV,.
exceeds a maximum vall&’,.,,... depending upon the density of the canopy, i.e., roughly gntagnal to
vegL AI. According toDickinson[1984], we use the simple equation:

Wimaz = 0.2vegLAI ~ [mm)] (4.97)
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4.1.4 Spatial variability of precipitation intensities

With this option, the main assumption is that, generallg thinfall intensity is not distributed homoge-
neously over an entire grid cell. As a first-order approxiomtthe sub- grid variability in liquid precipita-
tion, P;, can be given by an exponential probability density distidn, f(F;):

L}

f(P) =Ber? (4.98)

where P represent the mean rainfall rate over the grid cell and fraction of the grid cell affected by
rainfall. p is calculated using the results B&n et al.[1996], who showed an exponential relationship
between the fractional coverage of precipitation and adlimbte, based on their analyses of over 2 years
radar observations and rain gauge measurements over ta@ga®-Red river basin in the southern plains of
the United States. This relationship is:

p=1—e"br (4.99)
where( is a parameter which depends on grid resolution;

B = 0.2+ 0.5e 0001z (4.100)

dx represents represents lengths of square grid cells rariging 40km to 500km. In consequence, the
1 parameter is fixed to 1 at high resolutiod (10km). This Spatial variability of precipitation intensities
induces a new expression for the runoff from the intercepteservoir, ¥, :

(Wr— Wrmaz )

W, =P xe —Par (4.101)

The second consequence is that the Horton ruapff,., is calculated by integrating the difference between
the local rainfall and the local maximum infiltration capgici;, as follows:

(e.e]
Quort =11 | (Pi= 1) J(P)dP, (4.102)
Another assumption is made on the spatial heterogeneitheofdcal maximum infiltration capacity. Its
spatial distribution can also be approximated by an expiaigarobability density distribution:

(4.103)

where] is the mean maximum infiltration rate over the grid cell. As\pously said,] is calculated for
unfrozen and frozen soil conditions. So Eq.4.102 , withowatwemelt, can be noted as :

00 00
Qhort = :u(l - 5f)/0 /I (]DZ - Iunf,z)f(PZ)g(Iunf,z)dBdIunf,z

unf,i
iy [ [P 10 (Pgl1y) Pl (4.104)
fi

After some mathematical developments, the Horton runofbresence of rainfall and snowmek,,,, is
given following Decharme and Douvill§2006]:

Qhort = (1 - 5f) < + ma$(0> Sm - Tnf))

L+ Lung s

P _
B _ 0,8, — 1) | dP:dI;; 4.105
+f<1+jf%+mafv( f)) f, ( )
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4.1.5 Treatment of the snow
One-layer snow scheme option

The evolution of the equivalent water content of the snowemesr is given by

OWy
ot

whereP; is the precipitation of snow, anfl, is the sublimation from the snow surface.

The presence of snow covering the ground and vegetationreatiyginfluence the energy and mass transfers

between the land surface and the atmosphere. Notably, alagyewmodifies the radiative balance at the

surface by increasing the albedo. To consider this effeetatbedo of snow; is treated as a new prognostic

variable. Depending if the snow is melting or nat, decreases exponentially or linearly with time.

If there is no melting (i.eanelt = 0):

= P, — Es — melt (4.106)

At P,At

as(t) = as(t — At) — 1,— + (Xsmaz — Csmin) (4.107)
T Wern

Asmin < O < Qgmaz (4108)

wherer, = 0.008 is the linear rate of decrease per dayy,;, = 0.50 andanq = 0.85 are the minimum
and maximum values of the snow albedo.
If there is melting (i.e.melt > 0):

At P,At

as(t) = [as(t - At) - asmin] exXp |:_Tf_:| + Qsmin + W—(asmax - asmin) (4109)
T crn

Asmin < s < Qgmaz (4110)

wherer; = 0.24 is the exponential decrease rate per day. Of course, the alibedo increases as snowfalls
occur, as shown by the second terms of Egs. (21) and (23).
The average albedo of a model grid-area is expressed as

ar = (1 — psp)a + psnavs (4.111)
Similarly, the average emissivity is also influenced by the snow coverage:
€ = (1 - psn)6 + Dsn€s (4112)

wheree, = 1.0 is the emissivity of the snow. Thus, the overall albedo aniksinity of the ground for
infrared radiation is enhanced by snow.

Because of the significant variability of thermal propestielated with the snow compactness, the relative
density of snowp; is also considered as a prognostic variable. BaseWerseghy[1991], ps decreases
exponentially at a rate af; per day:

At P,At
ps(t) = [ps(t — At) — psmaz] exp [_TfT] + Psmaz + SVpsmin (4.113)
S
Psmin < Ps < Psmaz (4114)

wherepgmin = 0.1 andpgq. = 0.3 are the minimum and maximum relative density of snow.
Finally, the average roughness lengthis

2ot = (1 = Psnz0)20 + Psnz020s (4.115)
where
W
Ws + Wern + 85920
Here, 3, = 0.408 s>m~! andg = 9.80665 ms~2 are physical constants, whereag is the roughness
length of the snow.

Psnz0 = (4.116)
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Multi-layer snow scheme option

An additional snow scheme option has been added to ISBAals@scalled intermediate complexity scheme
which is representative of a class of snow models which ugeraklayers and have simplified physical pa-
rameterization schemes based on those of the highly dgiatiernal-process models while having compu-
tational requirements more closely resembling the redhtisimple composite/force-restore or single layer
schemesl(oth et al.[1993], Lynch-Steiglitz[1994], Sun et al.[1999]). Compared to the baseline ISBA
snow scheme, the explicit multi-layered approach resdivesarge thermal and the density gradients which
can exist in the snow cover, distinguishes the surface grimiggets of the snow and non-snow covered
portions of the surface, includes the effects of liquid waterage in the snow cover, models the absorption
of incident radiation within the pack, and calculates eipheat conduction between the snow and the soil.
The conservation equation for the total snow cover masspgesged as

oWy
ot

= Ps + psn (P_Ps)_Es_Esl_Qn ) (4.117)

where E; represents evaporation of liquid water from the snow sexfand the producps, (P — Ps)
represents the portion of the total rainfall that is int@teel by the snow surface while the remaining rainfall
is assumed to be intercepted by the snow-free soil and wegetzanopy. The snow-runoff raté),,, is the
rate at which liquid water leaves the base of the snow cover.

The snow state variables are the heat contéh),(the layer thicknessf), and the layer average density
(ps)- The temperatureT(;,) and liquid water contentuf;;) are defined using the heat content. The total
snow depthD, (m) is defined as

Ns
Dy, =) D; (4.118)
=1

where athree-layer configuration is currently used by detaa. N, = 3). The surface snow layer is always
less than or equal to 0.05 m, and this temperature is useddadatz the fluxes between the atmosphere and
the snow surface. The snow density is compacted using sthedgirical relationshipsAndersorf1976]).
Additional changes arise to snowfall which generally restuthe snow density, and densification resulting
from ripening. The snow heat content (3 f is defined as

Hgi = csi Di (Toni —To) — Ly puw (wsi — ws14) (4.119)

wherew; is the total snow layer water equivalent depth (m), is the snow layer liquid water content
(m), andc, is the snow heat capacity (JThK~!) (using the same definition as the baseline ISBA snow
scheme). The snow heat content is used in order to allow thgepce of either cold (dry) snow which
has a temperature less than or equal to the freezing poinaonvywet) snow which is characterized by a
temperature at the freezing point and contains water indifprm. The snow temperature and liquid water
content can then be defined as

Ton; = Tf + (Hsz +prw wsz)/(cszDz) ; wy; =0 (4120)
Wgl; = Wi + (Hsi/prw) 5 Toni = Tf and Weli < Wyl maxi (4121)

wherewg max; 1S the maximum liquid water holding capacity of a snow layenjch is based on empirical
relations. All water exceeding this flows into the layer belhere it can do one or all of the following;
add to the liquid water content, refreeze, or continue flgadownward.
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Snow heat flow is along the thermal gradient as any snow mekemolated water within the snow cover is
assumed to have zero heat content. The layer-averaged smpeitature equatiof’(;) is expressed as
T

Tm =Gsi-1 —Gsi+ Rgi—1 — Rgi — Ssi (4.122)

where S, represents an energy sink/source term associated withe pifenges between the liquid and
solid phases of water. Incoming short wave radiatié)(transmission within the snowpack decreases
exponentially with increasing snow depth. At the surfates éxpressed as

csiDj

Reo =Ry (1 - ay) (4.123)

where the snow albedo is defined using the same relationakipsthe baseline version of ISB®¢uville
et al.[1995]). The sub-surface heat() flux terms are evaluated using simple diffusion. At the scef
this flux is expressed as

GsO = €5 (RA - USBTsn14) - H (Tsn 1) — LE (Tsnl) — Cw Psn (P - Ps) (Tf - Tr) 5 (4124)

The last term on the right hand side of the above equatioresepits a latent heat source when rain with
a temperaturel(.) greater tharfy falls on the snow cover, whekg, represents the heat capacity of water
(4187 J kg K—1). Rainfall is simply assumed to have a temperature whicheddrger of the air temper-
ature ([,) and the freezing point. The latent heat flux from the snovuithes the liquid fraction weighted
contributions from the evaporation of liquid water and swialtion.

The ISBA surface soil/vegetation layer temperature is ttmupled to the snow scheme using

1 T
Cr ot

2
= (1=pa) |Ry(1=a) +e& (Ra—oT*) —H - LE - 2 (T, — Ty)| (4.125)
Crr

+Dn [GSN +RsN +cw@n (Tf - Ts)] . (4126)

The term on the right hand side of the above equation invglthire snow runoff@,,) represents an advective
term. The net surface fluxes to/from the atmosphere are thlenlated as the snow-cover fraction weighted
sums over the snow and non-snow covered surfaces. Whenl#yeBeption is in use, the default ISBA
scheme is used when the snow cover is relatively thin (anldigrdefined as 0.05 m depth). When the snow
depth exceeds this threshold, the snow mass and heat itetradsto the multi-layer scheme. This prevents
numerical difficulties for vanishingly thin snow packs.

4.1.6 The surface fluxes

Only one energy balance is considered for the whole systenmglrvegetation-snow (when the 3-layer snow
scheme option is not in use). As a result, heat and mass éransétween the surface and the atmosphere
are related to the mean valuésandw,.

The net radiation at the surface is the sum of the absorbetidna of the incoming solar radiatioR and

of the atmospheric infrared radiatid®,, reduced by the emitted infrared radiation:

R,=Ro(l—a) +e (RA - 053T54) (4.127)

whereo g is the Stefan-Boltzmann constant.
The turbulent fluxes are calculated by means of the clasa&adynamic formulas. For the sensible heat
flux:

H = pacyCuVo(Ts — Ty) (4.128)
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wherec, is the specific heap,, V;, andTj, are respectively the air density, the wind speed, and thpe¢em
ature at the lowest atmospheric level; arig, as discussed below, is the drag coefficient depending upon
the thermal stability of the atmosphere. The explicit snohesne sensible heat flux is calculated using the
same formulation (but witll,,). The water vapor fluf’ is the sum of the evaporation of liquid water from
the soil surface (i.e.l;;), from the vegetation (i.ef,), and sublimation from the snow and soil ice (i.e,
Es andE ¢):

LE = LE, +LE,+ L;(Es+ Ey) (4.129)
Eqr = (1 —=veg)(1 = psng) (1 =) paCrVa (hudsat(Ts) — qa) (4.130)
Ey = veg(l = psnv) paCrVaho (qsat(Ts) — qa) (4.131)
Es = psnpaCrVa (qsat(Ts) — qa) (4.132)
Eyp = (1 —veg) (1 = psng) 6i paCrVa (hui Gsat (Ts) — qa) (4.133)

where L and L; are the specific heat of evaporation and sublimatigg;(7) is the saturated specific
humidity at the temperaturg;, andq, is the atmospheric specific humidity at the lowest atmosphevel.
The water vapor fluxZ from the explicit snow surface is expressed as

LE (Tsp1) = LEg+ LiEs (4.134)
Eq = 0snpaCusVa (sat (Tsn1) — qa) (4.135)
Es = (1=0sn) paCrsVa (gsat (Tsn1) — qa) (4.136)
Osn = Wsi1/Wsimax1; 0<dsn <1  (4.137)

where evaporation of liquid water is zero whép, ;1 < Ty. The transfer coefficient{y;;) is calculated over
the snow covered surface using the same formulatiafias

The surface ice fraction is is used to partition the barelatéint heat flux between evaporation and subli-
mation, and it is defined as

0i = wq r/ (wg 5 +wy) ; 0<éd;<1. (4.138)

The relative humidity,, at the ground surface is related to the superficial soil maest,, following

1
hy, = = [1 —cos( Y 71')1 , if wy < wyl” (4.139)
2 we*

hy = 1 if wy > wp* (4.140)

where the field capacity with respect to the liquid water ifreél using the modified soil porosity so that

W = wee Wiy /wser. The humidity for the ice covered portion of the grid box iscegated in a similar
fashion as
1 Wy . ok
hy = = |1—cos T ||, ifwyp <wge (4.141)
2 wfc**
hyi = 1 cifwg p > we™ (4.142)

wherew ™ = wye(wsqr — wq)/wsat- IN case of dew flux when,q(Ts) < qq, hy is also set to 1 (see
Mahfouf and Noilharj1991] for details). When the fluk’, is positive, the Halstead coefficielt takes into
account the direct evaporatidt). from the fractions of the foliage covered by intercepted water, as well as
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the transpirationt;, of the remaining part of the leaves:

hy = (1—6)Ra/(Ra+ Rs)+6 (4.143)
)
E,. = U@g(l - psnv)R_ (qgat(Ts) - Qa) (4144)
1-6
By = wveg(l - psm)ﬁ (sat(Ts) — qa) (4.145)

When E, is negative, the dew flux is supposed to occur at the poteaatia) andh,, is taken equal to 1.
Following Deardorff[1978], § is a power function of the moisture content of the interaaptieservoir:

6 = (Wy/Wymaz )/ (4.146)

The aerodynamic resistancells = (CV,)~!. The surface resistancg,, depends upon both atmospheric
factors and available water in the soil; it is given by:

Rsmin
Ry = ——°m™m 4.147
T R\ FyFsFyLAI ( )

with the limiting factorsFy, Fy, F3, and Fy:

f + Rsmm/Rsmaw
B, o= 4.148
1 T ( )
B = 2T Wwilt hd0< B <1 (4.149)
Wfe — Wailt
By = 1—7(gsat(Ts) — qa) (4.150)
Fy = 1-1.6x1073(T, — 298.15)? (4.151)

where the dimensionless terfirepresents the incoming photosynthetically active raatiadvn the foliage,
normalized by a species-dependent threshold value:
Rg 2
— 0.55¢ 4.152

f =055 Rey LAI ( )
Moreover,y is a species-dependent parameter (s@guemin and Noilhaf1990]) andR ;.. is arbitrarily
set to5000 sm 1.
The surface fluxes of heat, moisture, and momentum can bessqu as

"

W), = P T (4.153)
aCpla/Va

(W), = ﬁ (4.154)

WV, = CplVaP = (4.155)

wherer, is the water vapor mixing ratioyw is the vertical motionf,, is the potential temperature at the
lowest atmospheric level. The primes and overbars denaterpation and average quantities.

For the drag coefficient€'y; and Cp, the formulation ofLouis [1979] was modified in order to consider
different roughness length values for hegiand momentumy;, (Mascart et al[1995]):

Cp =CpnFy, ; Co = CpnFy (4.156)
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with
k’2
= 4,157
N = TGP .
(4.158)
wherek is the Von Karmann constant. Also
10Rz
Fy, l—-————  ifRi<0 4.159
T RS (4.159)
F, = ;103 if Ri >0 (4.160)
1 + V1+5Ri
and
15R: In(z/20) } o
Fp,=11-— X Ri <0 4.161
" l 1+ ch\/\Ri\] Ln(z/ZOh) = (4160
1
[ Infz/7) } if Ri >0 (4.162)

F = X
" 1 ¥ 15RiV1+ BRI

whereR; is the gradient Richardson number. The coeffici€rjtsandC), of the unstable case are given by

In(z/zon)

Cn = 1OCm*CDN(Z/Z0)pm (4.163)
Ch

15CL"Cpn(2/zon)P" X {%} (4.164)

whereC;,, Cy, pn, andpy, are functions of the ratip = In(zo/zox) only:

Cy = 3.2165 + 4.3431 x p + 0.5360 x p? — 0.0781 x ° (4.165)
C* = 6.8741 4 2.6933 x pu — 0.3601 x p® 4 0.0154 x z° (4.166)
pn = 0.5802 — 0.1571 x g + 0.0327 x p? — 0.0026 x p° (4.167)
Pm = 0.5233 —0.0815 x 4 0.0135 x p? — 0.0010 x 3 (4.168)

4.1.7 Summary of Useful Parameters

The parameters have been chosen in order to characteriredingphysical processes, while attempting to

reduce the number of independant variables. They can baedivinto two categories: primary parameters

needing to be specified by spatial distribution, and seagndarameters which values can be associated
with those of the primary parameters.

In the present state of the method, the primary parametexsite the nature of the land surface and its
vegetation coverage by means of only four numerical inditles percentage of sand and clay in the soil,
the dominant vegetation type, and the land-sea mask.

The secondary parameters associated with the soil typevaieagéed from the sand and clay composi-
tion of the soil, according to the continuous formulatiosalissed irGiordani [1993] andNoilhan and
Lacarrere[1995] (see Appendix). These parameters are:

 the saturated volumetric moisture content,;

* the wilting point volumetric water contemt,,;;;;
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« the field capacity volumetric water content

« the slopeb of the retention curve;

* the soil thermal coefficient at saturatiofiy..;

* the value ofC at saturation (i.e('15qt);

+ the reference value d@f for wy = 0.5wsq; (i.€., Corey);
* the drainage coefficiertts ;

+ the diffusion coefficient€y,.; andCy, ;

+ and the coefficients, p for the w,., formulation.

On the other hand, the parameters associated with the viegetan either be derived from the dominant
vegetation type, or be specified from existing classificatioobservations. They are

* the fraction of vegetationeg;

* the depth of the soil columd, (or the root zone depth);

the depth of the soil columds (if third soil layer option in use);

e the minimum surface resistanég,,,,;,;

the leaf area indeX AI;

the heat capacity’, of the vegetation;

the Rg; and~y coefficients found in the formulation of the surface resis&@R,;
» and the roughness length for momentegrand for heatyy,.

Other necessary parameters are
e the albedax
* the emissivitye.

 and characteristic time scale for phase changes (cwreatistant)r;.

4.1.8 Appendix A: Continuous formulation of the soil secondry parameters

Following Giordani[1993], Noilhan and Lacarere[1995], the sand and clay composition (i.84/N D and
CLAY) are expressed in percentage.

The saturated volumetric water content¥m —3):
Wsqt = (—1.08SAN D + 494.305) x 10~° (4.169)
The wilting point volumetric water content®m —3):

Wiy = 37.1342 x 1073(CLAY)*® (4.170)
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The field capacity volumetric water contemt{m —3):

wpe = 89.0467 x 1072 (CLAY)"349% (4.171)
The slope of the retention curve:
b= 0.137CLAY + 3.501 (4.172)
The soil thermal coefficient at saturatioR (n?.J ~1):
Casat = —1.557 x 1072SAND — 1.441 x 10 2CLAY + 4.7021 (4.173)
The value ofC; at saturation:
Clrsat = (5.58CLAY + 84.88) x 1072 (4.174)
The value ofCy for wy = 0.5wgus:
Cyrep = 13.815C LAY ~0-954 (4.175)
The coefficientCs:
C3 = 5.327CLAY ~1.04 (4.176)
The coefficientClyy:
Cy, =5.14 4+ 0.115CLAY (4.177)
The coefficientCy . s:
Clres %loglol Bo + zgj (8; SANDI + o CLAYJ)] (4.178)
j=1

where thes; (j = 0, 3) coefficients aret.42 x 107°, 4.88 x 1073, 5.93 x 10~* and—6.09 x 10-. The
a; (j = 1, 3) coefficients are defined as2.57 x 10!, 8.86 x 1073 and—8.13 x 1077.
The coefficients for thev,., formulation:

a = 73242 x 1073CLAY 0% (4.179)
p = 0.134CLAY +3.4 (4.180)

4.1.9 Appendix B: Gaussian formulation for the(; coefficient

Following Giordani [1993] andBraud et al.[1993], for dry soils (i.e.w, < Wye), the Cy coefficient in
Eq. (13) is approximated by the Gaussian distribution:

- 2
C1(w) = Chymaz €XP _ (Wg — Wmae)” (4.181)
202
In this expression,
Cimaz = (L19wWyi — 5.09) x 1072T, + (—1.464w,,;;; + 17.86) (4.182)
Wmaz = NWwilt (4183)
with
n = (—1.815 x 10727} + 6.41)wy; + (6.5 x 10737 — 1.4) (4.184)
and
2
o = —% (4.185)
2ln (Cl'fmaz)
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4.2 ISBA-A-gs surface scheme

4.2.1 The Model
Introduction

Météo-France is developing SURFEX (SURFace EXteraa)i$d be used in operational NWP models, and
offline for applications in hydrology and vegetation mornitg (Martin et al. [2007]). SURFEX serves the
merging of a number of land and ocean surface models. Ovdr BURFEX includes ISBA-A-gs, &0-
responsive land surface model able to simulate the diugé ©f carbon and water vapour fluxeSalvet

et al. [1998], Calvet et al.[2004], Gibelin et al.[2006], Calvet et al.[2007]). This latter model accounts
for different feedbacks in response to changes@i®}], photosynthesis enhancement and transpiration
reduction (fertilization and antitranspirant effectsspectively). Daily values of Leaf Area Index (LAI) and
biomass can be produced by ISBA-A-gs.

ISBA-A-gs uses a0, responsive parameterization of photosynthesis basedeomtdel ofGoudriaan

et al. [1985] modified byJacobs[1994] andJacobs et al[1996]. This parameterization is less detailed
than that commonly used in most land surface modedsquar et al.[1980] for C'5 plants andCollatz et

al. [1992] for Cy plants), but it has the same formulation 10§ plants as forC's plants differing only by
the input parameters. The model also includes an origimaksentation of the soil moisture stress. Two
different types of drought responses are distinguisheddbin herbaceous vegetatioBdlvet[2000]) and
forests Calvet et al[2004]), depending on the evolution of the water use effiygfWWUE) under moderate
stress: WUE increases in the early soil water stress stagteeicase of the drought-avoiding response,
whereas WUE decreases or remains stable in the case of thghttmlerant response.

ISBA-A-gs calculates interactively the leaf biomass arelltAl (defined as the leaf area per unit ground
area), using a simple growth mod&dlvet et al.[1998]). The leaf biomass is supplied with the carbon
assimilated by photosynthesis, and decreased by a turaodea respiration terms. LAl is inferred from the
leaf biomass multiplied by the Specific Leaf Area ratio, whiaepends on the leaf nitrogen concentration
(Calvet and Soussarja001], Gibelin et al.[2006]). Gibelin et al.[2006] showed that ISBA-A-gs simulates
realistic LAl at the global scale under various environnaémionditions. The physics of ISBA-A-gs has
been implemented in SURFEX by CNRM. Meanwhile, the physfdSBA-A-gs has been implemented in
the ECMWEF land surface scheme TESSKart den Hurk et al[2000]) by KNMI. The A-gs extension of
TESSEL is called CTESSEWMpogt et al[2006], Lafont et al.[2006]).

Background information

Vegetation patches SURFEX contains the ISBA-A-gs photosynthesis model, foicWiparticular vege-
tation types need to be distinguished. In each grid box sévegetation types are present, with their own
water and energy budget, and their own roughness lengthA458s has a reduced number of parameters
but is able to represent contrasting vegetation types. Tddeirincludes 7 vegetation types: 3 of them are
high vegetation types: deciduous broadleaf forest, comife forest and evergreen broadleaf forest. The
other 4 are low-vegetation typeS’; grass,Cy grass, s crops and” crops. Thes andC'y carbon fixation
mechanisms correspond to contrasting photosynthetichbioccal pathwaysC's plants represent the vast
majority of the Earths plant biomasg.; plants consist mainly of tropical grasses and some of them ar
cultivated (maize, sorghum, millet, sugar cane).

The canopy resistance in ISBA-A-gs is calculated in theil@u€COTWORES (or COTWORESTRESS for
the most recent version able to differentiate drought@ingi from drought-tolerant biomes). The photo-
synthesis model is called from COTWORES (or COTWORESTRESS)
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Table 4.1: Options of ISBA-A-gs

Option  Drought response Leaf Area Index Above-ground bisna
and leaf biomass (non-woody)
AGS  Calvet et al[1998] Not calculated Not calculated
(prescribed value is used)
LAI Calvet et al[1998] Calculated Not calculated
(from photosynthesis)
AST Avoiding or Tolerant Not calculated Not calculated
Calvet[2000], Calvet et al[2004] (prescribed value is used)
LST Avoiding or Tolerant Calculated Not calculated
Calvet[2000], Calvet et al[2004] (from photosynthesis)
NIT Avoiding or Tolerant Calculated Calculated

Calvet[2000], Calvet et al[2004] (from photosynthesis) (nitrogen dilution)

(D The parameters of ISBA-A-gs cannot be aggregated/average&patial heterogeneity within a
grid cell has to be represented by running the model severairmmes (as many times as the number of
patches found within the grid cell).

Options of ISBA-A-gs Five options of ISBA-A-gs (Table 4.1) can be activated byngghe NAM.ISBA
namelist

(D The use of the most recent drought response formulation (pient in options AST, LST, NIT) is
recommended as it is based on meta-analyses of leaf-levelselbvations and was validated

successfully at the field and at the global scale (s€&valland et al[2006], Gibelin et al.[2006, 2008] and
Calvet et al[2008]).

This option is used in CTESSEL {oogt et al[2006]).

Photosynthesis Model (no water stress)

The canopy resistance is calculated from the photosyrthegiich is the neCO, assimilation @,,) of
the canopy. An is calculated as a function of different eswinental factors based on the approach by

Goudriaan et al[1985].
First, CO, assimilation limited by the ai€’ O, concentration is determined via a saturation equation:

Ap = Ammaz [1 —exp{—g,,(Ci = T')/An.maz }] (4.186)

whereA,, maq. iS the maximum ne€ O, assimilationg;, is the mesophyll conductance (with no soil water
stress)C; is theC O, concentration in the leaf aridis the CO- concentration at which assimilation com-
pensates respiration, calléd), compensation concentrationl,,, .., depends on temperature viah,
function:

Aprmaz(25) x QP2 729)/10

[1+exp{0.3(Ty — T5)}] [1 4+ exp {0.3(Ts — T2)}] (4.187)

Am,ma:c (Ts) -
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whereA,, 1z (25) IS Ay, maz @t 25°C,Q1 is fixed at 2.0 is the skin temperature in °C afg andT;
are reference temperature values (see Table 4,2)n unstressed soil moisture conditions,, depends on
temperature via the sandg,, function asA,, ,..... The dependence on temperaturd’o$ described by:

I(T,) = T(25) x Q\:~29)/10 (4.188)

whereQ)q is fixed at 1.5.
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Table 4.2: Values of model parameters at 25°C and of parasietéhe temperature response functions (T
in °C)

Mechanism Parameter (X) X(@25)Q1 Ti[°1 T3[°]
Cs €0 [mg Jﬁl] 0.017 - - -
15 0.85 - - -
I [ppm] 45 15 - -
gk, [mm s~ 7.0 20 5 36
Apomaz My m~2s71] 22 20 8 38
Cy €0 [mg J71 0.014 - - -
1 0.50 - - -
' [ppm] 2.8 1.5 - -
g, [mm s 17.5 20 13 36
Ammaz [mgm™2s7Y 1.7 20 13 38

As can be seen from Table 4.2, some parameters depend orihe @hbtosynthesis mechanisiz(C}).
Others, likeg;,, depend on the vegetation type (Table 4.5). The inteff@} concentrationC;, is directly
derived from theC'O, concentration in the ait’;. It is controlled by the air humidity via:

Ci=fCs+(1-f)T (4.189)
and
* DS -Ds
£= 15 (1= o) + un (52 ) (4.190)
where Dy, ... is the maximum specific humidity deficit of the air toleratedthe vegetation (with no soil

water stress) and); is the actual deficit. If the deficit exceedy,, ., the plant closes its stomatd is
the value off if there is no saturation deficit (with no soil water stresBpth the unstressed;, .. and
unstressed are parameters that are vegetation type specific (Table@épending on vegetation type and
stress strategy, soil moisture stress influences theses/édee Section 4.2.1),,,, IS given by:

Je
fmin = (4.191)
9e + 95

whereg. is the cuticular conductance, its value depending on végattype (Table 4.5). Th€'O, assimi-
lation limited byC'O- concentration is further limited by radiation by:

Ap = (Am+ Rg)[1 —exp{—e€l,/(Am + Rq)} — Ry (4.192)

wherel, is the photosynthetically active radiation (PARJs the initial quantum use efficiency arit); is
the dark respiratione is given by:

(4.193)

1see section 4.2.3
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wheree, is the maximum quantum use efficiency (Table 412).is parameterized simply as:

Rg= Apm/9 (4.194)

The stomatal conductance €05, g.., is estimated using a flux-gradient relationship, modiftedd¢count
for the effect of a specific humidity deficit on stomatal apest The first guess;. is given by:

o o () a1 ) 108

where A,,,;,, represents the residual photosynthesis rate (at full ligtensity) associated with cuticular
transfers when the stomata are closed because of a highispecnidity deficit. It is parameterized as:

Amin = 9 (Crmin —T) (4.196)
whereC,,;, is the value ofC; at maximum specific humidity deficit{; = D;;,,.):
T
9e T Im

Taking into account the ratio of diffusivity of water vapoamd C'O, (=1.6), the first guess of the stomatal
conductance to water vapour is:

glrst = 1.6g]irst (4.198)

The diffusion of CO, interacts with that of water vapour. The first guess of thenstial conductance to
C'O4, must be corrected for this interaction by:
first M, Cs+0;

sc = E 4.199
g gsc + paMU 2(05 . CZ) ( )

where M, and M, are molecular masses of air and water vapour respectivglg the air density and E is
leaf transpiration based on the first guess of the stomatwluiance to water vapour:

E = pagl™tD, (4.200)

In order to refine the estimation of the stomatal conductaic€'O-, and water vapour, a single iteration
over Egs. 4.198, 4.200 and 4.199 is applied. Finally, thenatal conductance to water vapour is given by:

gs = 1'6986 + 9c (4201)

Soil moisture stress parameterization

Initial version  In the initial version of ISBA-A-gsCalvet et al[1998]), the effect of soil moisture stress
was applied to the mesophyll conductance, by multiplyifidoy the normalized soil moisture. This quantity
is referred to by the functiorfs:

0 — Hwilt

=

(4.202)

In this versionDy, .. was fixed at 4% kg~—'. The value off, for C3 plants was 0.85 and far plants 0.5.
The routine corresponding to the initial version is call€dTWORES.
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Table 4.3: Differences between figure 4.13 and the model

f2C Dma:ﬂX DmamN
Figure 0.5 403 55
Model 0.3 300 30

Improved representation of plant response to drought The initial parameterization is replaced by a
more complex one, based on a meta-analysis of several leilma@and woody vegetation typeSa(-
vet [2000], Calvet et al.[2004]). The meta-analysis shows relationships betwggrand D,,,,,. for low
vegetation and betweey, and f; for high vegetation. Furthermore, it seems that plantstrigatwo dif-
ferent ways to soil moisture stress. There are plants tlgabtavoid stress, by reducing the evaporation
via stomatal regulation, and/or growing during well-watticonditions. This stress strategy is typified as
drought-avoiding (or defensive). Others apply anotheatsgy in order to resist stress, by a more efficient
root water-uptake or a more rapid growing cycle. This stetestegy is typified as drought-tolerant (or of-
fensive). Among species within the 7 vegetation classeSBAFA-gs both strategies may occur. Therefore,
it is not easy to generalize the strategy for each class.elnsemost likely that coniferous forests afig
crops have a drought-avoiding strategy, whereas an dreotgrant strategy is assigned to the other classes.
In both stress strategies, 2 regimes are distinguished. withemoderate stress, in which the normalized
soil moisturef, exceeds the critical valug,.. The other with severe stress, wheigis less thanfs.. The
critical value is fixed at 0.3 for global modelling. For locabdelling this value may be adapted to available
data.

Low vegetation Calvet[2000] discusses the soil moisture stress response by lgetaton types. In
unstressed conditions, the following relationship holaiddw vegetation types:

C3 plants : In(gy,) = 2.381 — 0.6103 In(D;,,...) (4.203)
Cy plants : In(gy,) = 5.323 — 0.8923In(D;,, ) (4.204)

with g, inmms~! and D}, . in gkg~!.
The negative correlation between, and D, indicates that plants that are sensitive to the air humidity
(low D, value), compensate the early closing of the stomata by arhiggophyll conductance. On the
other hand, plants that are less sensitive to the air huynlidive a lower mesophyll conductance. Figure
4.13 shows the stress response for low vegetation typesnstioally. The symbob is equal tofs. The
figure represents an example ot’g plant with specific parameter values. Table 4.3 presentsrdiices
between the example in the figure and the model values.

The starting point is the unstressed conditidF100%). First we follow the drought-avoiding strategy.
When stress sets i), decreases whilg,,, increases until the critical soil moisture is reached. This

described by:

Dmax:DN +(_D* _DN f2_f20

max max max) 1 _ fQC

(4.205)

This strategy leads to less evaporation, but keeps up'theassimilation, thereby increasing the water use
efficiency. Under moderate stress Eq. 4.203 is still valit tfis equation, the maximum value @f,, g.,
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Figure 4.13: Stress responses €y low vegetation. Defensive and offensive strategies repriegrought-
avoiding and drought-tolerant responses, respectivaprétuced fronCalvet[2000]

follows from the value ofD,,,... . If the stress goes below the critical value (severe strés),. does not
change anymore, byt,, drops with ongoing severity of stress:

g = g2 (4.206)
fQC

Now we follow the drought-tolerant strategy. When streds Be D,,,,,. increases whilg,,, decreases until
the critical soil moisture is reached. This is described by:

. — f
Doz = D?riaa: + (Dmaw - D?riaa:) fll2_ f;C (4'207)
c

This strategy leads to more evaporation, thereby possibtyedsing the water use efficiency. If the stress
goes below the critical value (severe stregg),does not change anymore, b, drops with ongoing
severity of stress:

Dyas = DX, 2 (4.208)

max
f2c
For low vegetation types in the new parameterizatityi, .. follows from g, via Eq. 4.203. f; for Cs
plants is fixed at 0.95 and far', plants at 0.6. The routine corresponding to the new verssocalled
COTWORESTRESS.

High vegetation Calvet et al[2004] discuss the soil moisture stress response by hightaggn types. In
unstressed conditions, the following relationship holaiddéw vegetation types:
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In(gy,) =4.7—-T7f3 (4.209)

with ¢*, in mm s~!. The producty,, fo controls A,,, sinceC; is influenced byf,. Therefore the negative
correlation between the two parameters makes@hai assimilation flux does not drop too much. Figure
4.14 shows the stress response for high vegetation typesnsditally. The starting point is the unstressed
condition #=100%). First we follow the drought-avoiding strategy. Wilstress sets irf; decreases while
gm keeps its unstressed value until the critical soil moistsireached. This is described by:

1—f
1_f20

where £V is the value off, given by the relationship betweep, and f, under severe stress conditions,
with g, = g5,

fo=1e+ s - 1)

(4.210)

In(g:) = 2.8 — 7fo (4.211)

This strategy leads to an increase of the water use efficieliaje stress goes below the critical value
(severe stress); increases ang,, decreases via:

f2
Im = G (4.212)
f2
C
6 s}
N DROUGHT AVCIDING N DR OUJGHT "OLERANT
\\\.\\‘ \\“x\x
= 2 . \“x\\x = 2 .
:E S 1 - 100% ‘E
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Figure 4.14: Stress responses for high vegetation. RepeatlitomCalvet et al[2004]

Now we follow the drought-tolerant strategy. When streds s8e f, keeps its unstressed value whilg
decreases until the critical soil moisture is reached. Thikescribed by:

1—fo
ok * N
9m = 9m = (Im = Im) 7 o
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wheregY is the value ofy,, given by Eq. 4.211 withf, = f; . This strategy leads to a decrease of the water
use efficiency. If the stress goes below the critical valegdre stress)f, increases ang,, decreases via:

g = g 2 (4.214)
f20

For high vegetation types in the new parameterizatifjpfollows from g;, via Eq. 4.209. FoD
relationship withg;;, was developed based on results fr@alvet et al[2004]:

*
max a

D oe = —37.97In(gt,) + 150.4 (4.215)

max

This equation was used in Table 4.5 to determing,,, in the case of forests.

From leaf to canopy

The photosynthesis model calculates the iél, assimilation at the leaf scale. For the upscaling to the
canopy, integration over the canopy is needed. It is assuhatdariables’s, Ds andC do not vary within

the canopy together with the model parameters. In SURFEX|eawes from the interception of rain or
leaves covered by snow do not assimil@®@-. The tile-specific skin temperatuig is calculated by solving
the surface energy balance for each tile. In COTWORES (aniVECORESTRESS)D; at canopy level

is calculated fromD; at the reference atmospheric level from a simple flux-gradielationship by using
the aerodynamic resistance ra and the water vapour flux girthgous time step. Faf’s, this is done too,
with the netC' O, flux. The incoming shortwave radiation is attenuated in theopy. At the top of the
canopy, the incoming PAR is assumed to be 48% of the incontingwave radiation. The PAR extinction
is described byrRoujean[1996]. The PAR at height z in the canopy is given by:

I(2) = (1 — K(2)) x L(h) (4.216)

where h is the height of the top of the canopy and K is the etitincoefficient given by:

K(z) = f(0s) x Kgr(2) + (1 = f(05)) x Kar(2) (4.217)

WhereK 4 (z) and K4, (2) are the extinction coefficients of diffuse and direct ligiespectively:

Kg(z) =1 —exp(—0.80bLAI(h — 2)/h) (4.218)

Ka(2) = 1 — exp (- bLAI(h — =) /h) (4.219)

cos 0
whered, is the solar zenith angle and G is a parameter that deschibeedigtribution of leaves (a spherical
angular distribution is assumed: G=0.5)is the ratio of diffuse to total downward shortwave radiatat
the top of the canopy given by:

0.25
J=—"" 4.22
1(0) 0.25 4 cos 0 ( 0)
b is the foliage scattering coefficient:
pop_ i ViZw (4.221)
1++vV1—-w

wherew (=0.2) is the leaf single scattering albedo in the part ofgbkar spectrum corresponding to the
PAR.

SURFEX V5 - Issue t1 - 2009



CHAPTER 4. SOIL AND VEGETATION 113

Assuming an homogeneous leaf vertical distribution, thegrated canopy ne&t' O, assimilation and con-
ductance can be written as:

h
Ay = LTAI / Andz (4.222)
0

1 LAI I
gs] = — = T/ gsdz (4.223)
0

S
wherer; is the canopy resistance. The integrations are parametewith a three-point Gauss quadrature
method:

3
Anp = LAI x> W;Ap(z) (4.224)
=1

3
gs1 = LAI x> Wigs(zi) (4.225)
=1
wherez; andlV; are the Gauss levels and weights respectivelys used in the calculation of the exchange
of water vapour between the vegetation and the atmosphere.

Biomass evolution

The user may define whether the vegetation must be calculatiexdctively, or must follow from surface
climatology fields of LAI. This can be done via a flag (Table)4rlithe namelist NAMISBA (CPHOTO).
This section presents the calculations belonging to inteeavegetation.

With a dynamic representation of LAI, the model is able tocacrt for interannual variability, droughts in
particular. The interactive LAI is based on biomass evolutilue to photosynthetic activity. The biomass
module simulates growth and mortality of the vegetation.

Initial version In the initial version a single biomass reservairis considered Calvet et al.[1998]).

It represents the photosynthetic active biomass, inctythie leaves and also a proportion of the stem and
roots, which provide water for transpiration. Once a day£ 1 day), at midnight, both growth and mortality
is calculated:

B(t+ At) = B(t)+ ABT — AB~ (4.226)
The growth is based on the accumulated@@él, assimilation over the previous day:

Mc
PcMco,
where P, is the proportion of carbon in the dry plant biomass, for viahécconstant value of 0.4 is chosen,
andM¢ andM¢o, are the molecular weights of carbon afid; (12 and 44gmol ). Anr day 1S the daily
accumulatedd,,; . Mortality can be due to soil moisture stress, diseases andssence but also to the
transportation of organic molecules from the active biosrtasstocking and structural organs. It is given by
an exponential extinction aB characterized by a time-dependent effective life expagtan

AB™ =B (1 — exp (_§)> (4.228)

AB* = Apl day At (4.227)

and
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Anfm (t)
An,ma:c
wherer,, is the maximum effective life expectancy, depending on tagm type (Table 4.5)4,, ¢, is the
maximum leafA,, reached on the previous day anAd ,,.. is the optimum leaf4,, obtained when:

Dy=0gkg!
I,(h) = 500 W m~2
T, = 25°C for ('35 plants andl’; = 35 °C for C, plants.

() = T (4.229)

In order to avoid extreme loss of biomass in periods wHens low, the following constraint on leaf span
time is imposed:

T > 5 days (4.230)
The LAl is obtained from the biomass assuming a constarg, rdépending on vegetation type (Table 4.5):

B
T LAI
One other vegetation parameter is needed, in order to enafjletation to start assimilatingO- after a
period of unfavourable conditions: a LAl minimum valded [,,,;,, (Table 4.5). The routine of biomass loss
is called LAILOSS. The routine of biomass growth is calledIGAIN.

ap (4.231)

Version with nitrogen dilution

Theory In reality, « gz depends on climate (temperature &i@-, concentration) and nitrogen fertilisation.
In order to account for plant morphology, the nitrogen didntconcept byLemaire and Gastal1997] is
applied in the new version of biomass evolution. The plantddlide model is a well-established agro-
nomical law relating the plant N in non-limiting N-supplyrwditions to the accumulated aboveground dry
matter. The critical plant N is the value of N maximizing gtbwand this value decreases for increasing
biomass accumulation following a negative power law. Theisaf the model is that the metabolic com-
ponent of the plant biomass is related to total biomass tiran allometric logarithmic lawQalvet and
Soussang2001]). In ISBA-A-gs, the metabolic biomass componentdentified as the active biomass, or
leaf biomass. The relationship between active bionfassd total, non-woody aboveground biomdss

is:

1/(1—a)
By = <§> (4.232)
C

wherea andc are constant parameters:= 0.754, anda may vary withC'O, concentration, but for the
sake of simplicity a constant value= 0.38 is used (XCA1x CO2NIT). The total aboveground biomass
consists of the active biomass reservoir and the strucabaveground reservoirH;), which can be con-
sidered as the "living” structural biomass, like the steror férests, wood is a dead reservoir and does not
contribute toB;. Within the nitrogen dilution model a relationship betwedba leaf area ratio LAR and the
aboveground nitrogen concentratiofy- is applied:

LAR = LA =eNr+f (4.233)

Br

wheree and f are called plasticity parameters and are derived per veégetyype (Table 4.5). Eq. 4.233
can be used as a closure equation to estimate
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1
 eNg+ f/(cBp?)
where N, is the nitrogen concentration in the active biomass. It ddpeon vegetation type and on the
nitrogen fertilisation. For further details and derivaitsoseeCalvet and Soussarf2001]. In this way,ap
has become a model variable dependingsgn. However, for global simulations, it is desirable to keep
as a constant parameter in order tadetrepresent rather intrinsic plant characteristics dempodibiological
adaptation to average climate and growing conditid@alet and Soussarfd001]). For that purpose, Eq.
4.234 can only be solved by iteration. Moreoverd R and Ny data to derive the plasticity parameters by
regression is lacking. However, data is available for lsamehe form of the specific leaf arédl A and the
nitrogen content in leave¥ :

ap (4.234)

SLA = LB—M —eNL+ f (4.235)
L

Both the iteration issue and the availability of data towdeeiand f give rise to modify the nitrogen dilution
module. Eq. 4.234 is simplified by considering as the ratio of the biomass of green leaves #/:

1 1
BT GLA " eNp+f

It must be noted thatv;, may decrease for increasidgO, concentration Calvet et al.[2008] and section
4.2.3).

(4.236)

Biomass reservoirs The different biomass reservoirs are calculated using @lfied allocation scheme
(Calvet and Soussarjd001]). Figure 4.15 presents the allocation scheme sctieaitig. Next toB and B,
there is a belowground structural biomass reserfiy. The active biomass is calculated in the same way
as in the initial version (Eq. 40). The B-decline term (EQ28) is split into a mortality and storage term:

AB™ =M+ Sp (4.237)

In the growing phaseXB* > AB~) the N decline equations can be applied. When the vegetation bescom
senescentA B* < AB™), the equations are no longer valid. Therefore a distimdtietween the two phases
is made.

In the growing phase, following th& decline equationsi3y is derived fromB using Eq. 4.232 and; is

the difference between the two terms. The mortality3gfis assumed to be independent of photosynthesis
and is given by:

Mps = By (1 — exp (—§)> (4.238)
T™

The structural biomass also looses carbon through regpiraf his term is estimated using the common
observation that maintenance respiration of non-actieenbiss is proportional to the biomass value, with a
Q10 temperature dependence:

Rps = nrB,Q /10 (4.239)

whereT is the skin temperature in °Gg is a respiration rate fixed afoday ' and@Q,9 = 2.0. Finally,
the storage ternys is calculated as the residual of the structural biomassditdg

Sp = AB; — Mg, — Rps (4.240)
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Figure 4.15: Schematic representation of the simple bismasdel. Nitrogen (N) and carbon fluxes are rep-
resented by dashed and solid lines, respectively. The bioeeass (B) compartments are indicated together
with storage and mortality terms (S and M, respectively).tar@rophic respiration (R) is represented by
dotted lines. The mortality terms may be used as an input cb@dehof wood production and SOM. From:
Calvet and Soussarfa001]

The mortality M s in Eq. 4.237 is obtained by difference. In situations wh&geexceedsA B~ (implying
that Mp < 0), an alternative formulation of B-decline is employed. dtasissumed that there is no loss of
active biomass outside the plant system during the corexidéne step, s@/ = 0 and that the difference
in total aboveground biomass is the difference between ihradss gain due to daily net assimilation and
the mortality and respiration losses of structural biomass

ABr = ABT — Mp, — Rp, (4.241)

B is derived from this difference and the value at the previous step.B follows from By via Eq. 4.232
and B; is the difference between the two terms. A new value of theag®termSy is given by Eq. 4.240.
In the senescent phadge, evolves independently fro8. Sy is set to zero and the mortality and respiration
losses are directly applied 18;:

Bs = Bi™' — Mp, — Rps (4.242)

The belowground structural biomags is not treated by the plant N decline model. The mortality and
respiration losses aB,, are calculated using equations similar to Eqs. 4.238 arizb4.2

Mpso = Bga (1 — eXp <_%>) (4243)
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R = nrBoQiy" At (4.244)

whereTy,,;; is the temperature in °C of the soil layer in the force-resteersion of ISBA. Note that both
Rps and Ry, are calculated every time step and accumulated over ondays fed by two mechanisms.
First, when the storage ter$); is negative (this may happen, e.g., when a cut is prescribéuei model),
this quantity is redirected t8,,. Second, when the total aboveground plant bioniasss lower thanc!/,

it is assumed that the mortality teridz becomes a storage term that increaBgs

The routine corresponding to the nitro dilution versionaied NITRODECLINE.

The module can be coupled to a soil organic matter (SOM) mddet SOM is fed by the mortality terms
(Calvet and SoussangR001]). Besides, the model still lacks a wood (dead biomasservoir. Those
extensions have been developeddipelin et al.[2008] (ISBA-CC).

Note: In the model, the biomass loss is calculated befordithimass gain. When NITRODECLINE is
called and values from the previous day are needed, thogheralues of the previous day calculated in
NITRO_DECLINE, so before the biomass growth due to photosynthesisulated in LAIGAIN) is added
to the biomass reservoir. In that case, LAILOSS is not cdlie EGETATION_EVOL).

Respiration

Since the biomass model is not coupled to a soil model, sgpliration needs to be parameterized in another
way. In ISBA-A-gs, a simpl&),, equation is used to represent the ecosystem respiratidmhisumethod
lacks a representation of the effect of soil moisture on tikerespiration. The representation of all the res-
piration terms (including the heterotrophic respiratiordats dependence on soil moisture) was developed
by Gibelin et al.[2008] in ISBA-CC.

The C'O, ecosystem respiration is parameterised I8y, a function:

Rpco = ReasQp' 210 (4.245)
where Rg95 is the reference respiration at 25 °T,; is the temperature in °C of the soil layer in the
force-restore version of ISBA an@ is fixed at 2.0. Rgo5 has to be determined per vegetation type in
each grid box, assuming equilibrium between multi-aniuiél, assimilation by photosynthesis (or gross
primary production(GPP, i.e. raw carbon uptake by photosynthesis), harvest anslystam respiration:

GPPace — Harvestoee = Ricouee = Riss { Qfg ™"} (4.246)

where acc stands for accumulated over the multi-year period. For dsttvexamples of yearly harvest
estimates per vegetation type are given in Table 4.4. Nusnder based on a 40% carbon content of dry
biomass.

OnceRp9s5 is calibrated for each vegetation type within each grid bibmay be treated as a surface clima-
tology field, which is input to the model.

(D Ecosystem respiration is to a large extent driven by soil rgsration. Soil respiration depends on
soil temperature and on soil moisture. In the present versio of the model, the soil moisture effect ig
not accounted for. A simple, proportional dependence oRR -5 to surface soil moisture (e.g. ratio of
surface soil moisture to field capacity) is being tested.
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Table 4.4: Example of harvest estimate€/(ha="! ')

Vegetation type Harvest

Deciduous 3.2
Coniferous 2.3
Evergreen 3.2
C5 grass 2.3
Cy grass 3.2
C5 crops 2.3
Cy crops 3.2

COs fluxes

The photosynthesis model is called from COTWORES (or COTWGORRESS) for all present vegetation
tiles (Section 4.2.1).

The net ecosysterfO, exchange (NEE) per vegetation type is given by:

NEE = GPP — Rgco (4.247)

Throughout SURFEX, the unit of the kinema@it),, flux is kgC O, kgAir—' m s~! (as opposed to dynamic
CO; flux units of kgCOy m=2 s71).

4.2.2 \egetation parameters

Gibelin et al.[2006] have proposed default values for the parameterseafi¢iv version of ISBA-A-gs (NIT
option). They are listed in Table 4.5 for 7 vegetation types.

® Inthe code,g},, Tar, LALyin, D)o 165 9es Oy e, f, N; are named
GMES, SEFOLD, LAIMIN, DMAX, FZERO, GC, F2l, CE _NITRO, CF_NITRO,

CNA_NITRO, respectively.
GMES and GC are in units of m s~!, SEFOLD in s, DMAX in kg kg—!

For herbaceous vegetation:f; is prescribed in MODD_CO2V_PAR, Dy, ... is derived
from the inversion of 4.203.

In the case of trees:f; and D}, .. are not prescribed in the code, they are derived from
the inversion of Eqgs 4.209 and 4.215, respectively.

4.2.3 Discussion

In this final chapter, some issues are discussed that desteveion for future code development.
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Table 4.5: Values of ISBA-A-gs parameters for the ECOCLIMAdgetation typesy(;, in mm s~1, 73 in
days,LAIL,;, inm? m=2, D}, .. ingkg™!, fi dimensionlessy. in mm s~1, strategy of response to soil

moisture stress (drought-tolerant or drought-avoidifig)dimensionless; in m? kg=* %!, finm? kg—!,
andN; in %

Vegetation type g ™ LALpimw Dle 1o Je Strategy 0o e f N,
Deciduous broadleaf 3 230 0.3 109 0.51 0.15 tolerant 0.3 43833 2
trees

Evergreen broadleaf 2 365 1 124 0.57 0.15 tolerant 0.3 4.833 2.2.5
trees

Needle leaf trees 2 365 1 124 057 0 avoiding 0.3 4.85 -0.24 2.8
C5 crops 1 150 0.3 50 0.95 0.25 avoiding 0.3 3.79 9.84 1.3
Cy crops 9 150 0.3 33 06 0.15 tolerant 0.3 7.68 -4.33 19
C5 natural herbaceous 1 150 0.3 50 0.95 0.25 tolerant 0.3 5.583 6.1.3

Cy natural herbaceous 6 150 0.3 52 0.6 0.15 tolerant 0.3 7.683-41.3
Respiration

Ecosystem respiration is a major component of the(@t flux. ISBA-A-gs lacks a soil carbon reservoir
and a wood (dead biomass) reservoir. Moreover, roots arexplicitly represented. Those extensions (and
the associated respiration fluxes) are present in the ISBA#sion, which is being coded into SURFEX.
This provides possibilities for respiration calculatidios each of the carbon reservoirs, that might replace
the present respiration calibration. There is a strong feedirect respiration measurements to validate the
parameterization.

With respect to the presefil;( calibration of ecosystem respiration, soil moisture a@ffere not accounted
for. This hypothesis is not correct and a simple represiemaif the surface soil moisture effect on ecosys-
tem respiration has to be introduced in SURFEX. Furthermibre value ofQ)+ is fixed at 2, because it is
generally used in literature about respiration. Howeviimate conditions may ask for a differentiation in
the Q1 value.

Soil moisture stress parameterization

The soil moisture stress parameterization may depend owalgesoil hydrology is represented. Since the
soil moisture content depends on the soil parameterizatitich is different for ISBA-FR and ISBA-DF,
this may lead to divergent behaviour. The use of ISBA-A-ghhe ISBA-DF option has still to be tested.

Temperature response ofy,, for C5 plants

Table 4.2 presents far'; plants al» of 36 °C forg,,,. However, in the beginning of the ISBA-A-gs develop-
ment, this value was 28 °CCalvet et al[1998]). This was changed during the development of newiamass
(e.g. Calvet[2000]). This implies that the temperature response,gf which is a sensitive parameter for
photosynthesis, fof’s plants approaches the responsedgiplants, i.e. an optimal temperature for photo-
synthesis of 32 °C. This is certainly too high for boreal &igeand grasslands adapted to cold climates (high
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latitudes or mountainous areas). Theparameter will have to be adapted as a function of a climgyotd
air temperature.

Radiative transfer within the vegetation

The radiative transfer equations and the quadrature methedribed in section 4.2.1 are based on many
approximations Calvet et al.[1998]). In particular, the representation of (1) scatigrbf the photosyn-
thetically active radiation (PAR), (2) the interceptiontbe diffuse radiation, within the canopy, may be
oversimplified for regions/seasons with a lot of diffuse P@uds, high solar zenith angles), especially
for dense canopies.

The radiative transfer influences (1) photosynthesis aadcédmopy conductance, (2) mortality. Moreover,
Calvet et al.[2008] have shown that the way light interception within daopy is modelled may impact
the simulated plant response to climate change.

Tropical evergreen forests Simulations with ISBA-A-gs showed that,, is underestimated in tropical
evergreen forest. This may cause an underestimation ofineary production (NPP) and an overestimation
of the mortality of leaves. A solution must be found to imgEgwhotosynthesis and mortality. Mortality
depends on the optimum n€t0, assimilation (with 5007 m~2 PAR). For evergreen forests that have a
high radiation extinction in the canopy, 500 m 2 PAR may not be realistic under optimal conditions.
Therefore, mortality might be overestimated. This couldlbalt with by either reducing the optimum PAR
or by considering a different mortality parameterizati®adiative transfer equations may also be improved
for dense canopies in order to account better for diffusétih.

For the photosynthesis and canopy resistance, the vegefairameter values in the photosynthesis model
may be reconsidered. Therefore, data sets of tropical e@mgforests are needed to calibrate parameters
like g,, and N,,.

Representation of mortality In NITRO_DECLINE, a correction of mortality is introduced for dense
canopies. The effective life expectancy of the leaves (gong the exponential decline @) is increased.
Indeed, Eq. 4.229 relates mortality to the factors actingpbatosynthesis at the leaf level. The factors
accounted for by Eq. 4.229 include self shading siAge,, is the maximum average leaf net assimilation:
this quantity depends on LAI, which is employed to computedktinction of solar radiation (see section
4.2.1). Preliminary tests of the nitrogen dilution optidsiT) showed that at very high values &fA7, the
self shading effect in Eq. 4.229 may trigger exaggeratedesbf mortality and, finally, underestimated val-
ues of biomass. Therefore, Eq. 4.229 was modified such adefse canopies, the leaf-levé) ¢, /Ay 1z
ratio is replaced by a value representative of the canopy:

LAI Ay /(X Apmaz), WhereX represents the maximum value of the ratio between canomyeai-
level optimum net assimilation. The value &fdenotes the relative advantage of a well-developed canopy
over a single horizontal leaf in terms of net assimilationCaPs, in optimal conditions. This value was
searched for various models parameters such4s, andg,,, by performing simulations over one annual
cycle at several latitudes. In each configuration, a valueAf (always higher than 5.2 m—2) maximising
the ratio between canopy- and leaf-level optimum net assfion could be found. A logarithmic relation-
ship between the optimal value &f and gm was obtainedX{ tends to decrease for increasing values of
gm)- This relationship depends on latitude because of theenfle of maximum solar elevation 6a (X is
lower at high latitudes). Finally, Eq. 4.229 was rewritten a
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Apym(t)

An,max

T(t) = Tm

m

Maz {1, go~321LAJ/LAIB} (4.248)

whereg,, is expressed in units ofm s~!, andL Al represents a limit value df AT depending on latitude
(L) as:

LAIp =5.76 — 0.64 tan (Min {|| La|| , 73°}) (4.249)

The LAIp parameter ranges from 5.6 to 3.6, from equator to latitudgiseln than73°. For values ofg,,
close to Imm s~ 1, it represents the maximumAI value for which the leaf-level net assimilation may be
employed to represent mortality. Those equations wereenvith the radiative transfer parameterisation
described in section 4.2.1 and may be different for anothéiative transfer model.

Representation of crops

In ISBA-A-gs, crops are represented like natural vegetatibhere is no particular description of the har-
vested elements like fruits and e.g. grain yield (cereals)at directly simulated. Nevertheles3alvet et
al. [2008] show that the maximum above-ground biomass simdilayethe model correlates with the crop
yield and that the model is able to simulate realistic tinmgeseof LAl values over one annual cycle, and to
represent the interannual variability.

Moreover, a simple representation of irrigation was imptered in SURFEX, and the possibility to simulate
crops sown at springtime.

Irrigation  An irrigation amount of 30mm is added to the precipitationciog each time the simulated
extractable soil moisture content (dimensionless) remehgredefined threshold. This threshold decreases
from 0.70 for the first irrigation, to 0.55 for the second, @fér the third, and 0.25 for the following ones
(Calvet et al[2008]). The threshold values are declared in MOBBRI.

Emergence Whereas the LAl annual cycle of natural vegetation (leafebnsenescence, regrowth) is
driven by climate conditions, crops are sown at dates chbgdhe farmers. In ISBA-A-gs, crops sown at
wintertime (i.e. emerging at springtime like natural vegein) like wheat, are simulated in the same way
as natural vegetation. The advantage of this is that nolancinformation is needed and that possible
regrowths after a drought period are simulated interalstiwgth the climate.

On the other hand, crops developing at summertime cannatrhdaged like natural vegetation. An emer-
gence date has to be prescribed and before this date (M@GRI_n), LAl is limited to a minimum value
(e.g. 0.3m? m~2). An harvest date is not prescribed. It is considered thatatlc conditions (drought,
cold) permit to drive the senescence.

In order to prescribe emergence dates, future developnséotdd couple SURFEX to existing crop calen-
dars, at the global scale.

Representation of nitrogen dilution

The C O, fertilization effect tends to increase the vegetation tAsmbut this effect is limited by nitrogen
dilution. In Calvet et al. 2008, nitrogen dilution is acceech for by parameterizing the change in leaf nitro-
gen mass-based concentratitvip in response toQ'Os] rise. The sensitivity of leaf nitrogen concentration
versus {COs] is accounted for by using the meta-analysis of the litematiarried out by Yin 2002 (Yi02).
The meta-analysis of Yi02 indicates that, on averag€(®-doubling causes a 18% decrease\p, but
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that theN;, response t@'O;, is influenced by a number of factors. A changed)s], from [CO5] = C; to
[COs] = C4, produces a change Ny, from Ny, to Ny following:

NL2> { Nia } <Cg)
In <— = —aexp |b— In| = 4.250
Nix P Nomae) N O (4.250)

with @=0.048 andVy,,,.,=6.3 %. In the Yi02 study>/C; ranges from 0.53 to 3.2. The b parameter may
vary significantly from one vegetation type to another. Bamaple, in median radiation and air temperature
(Ta) conditions, b = 1.48 for a fertilised crop, b = 2.56 forexitluous forest, b = 1.81 for a coniferous forest
or natural grasslands. The values of b are given by:

1,
b=0.75DF — 0.33FERT + 1.1PPFD + 3 (4.251)

with DF=1 for deciduous forests (0 for other biomes), and FERfor fertilized ecosystems like crops (0
for other biomes). PPFD is the average photosyntheticaliyeasolar radiation reaching the leaf within the
vegetation canopy (median value of 0:74nol m? s', equivalent to a total solar radiation of 388 m?).

In this study, no solar radiation or temperature effect soamted with a change i[0-] and the median
PPFD and Ta values of YiO2 are used in Eq. 4.251.

Annex 1: Description of the Fortran routine used to calculae the CO; flux

SUBROUTINE COTWORESTRESS

This routine is used at the time step of SURFEX (e.g. 300 s).

1. The photosynthetically active radiation (PAR) is dedivieom the incident shortwave radiation. A
constant factor of 0.48 is used.

2. Drought-avoiding and drought-tolerant responses tmsoisture stress are simulated for herbaceous and
for woody plants (depending on the vegetation type of thesiclemed patch). Namely, the photosynthesis
parameters are refreshed to be consistent with the roa-goih moisture.

3. The(C'O, compensation concentration of photosynthesis (ZGAMMIMg maximum photosynthesis
(ZANMAX), and the mesophyll conductance (ZGMEST) are relffred to be consistent with the leaf

temperature (i.e. surface temperature in a single-sownéguration).

4. The leaf-to-air saturation deficit within the canopy (elegs on leaf temperature and air humidity) is
refreshed (ZDSP).

5. TheC' O, concentration within the canopy is refreshed (ZCSP).
6. Ecosystem respiration is refreshed (ZRSOIL).
7. The solar zenith angle is prescribed (PZENITH).

8. Integrated canopy values of photosynthesis (ZTPST)as&milation (ZTAN), and leaf conductance
(ZTGS) are obtained by a 3-point Gauss quadrature meth@E(BABC) is equal to 3 ; can be modified).

9. The PAR at each Gauss level is calculated by radiativsfeaequations in SUBROUTINE CCETR. In
CCETR, the interception of direct and diffuse light is regsted. The fraction of diffuse radiation (ZXFD)
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depends on the solar zenith angle, only.
10. At each Gauss level within the canopy, the photosyrghesidel (SUBROUTINE COTWO) is run.

11. The canopy resistance (PRS) is calculated, as well atlezosystem exchange@d, (PCO2FLUX).
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Surface boundary layer scheme
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5.1 Introduction

Surface atmosphere exchanges, mainly momentum, waterestdinface fluxes, drive the boundary layer
evolution, and influence the formation of low level cloudsianore generally the synoptic flows and cli-
mate system. The modelling of these fluxes is performed byifipesurface schemes: Soil-Vegetation-
Atmosphere Transfer (SVATs) schemes for vegetatiohgn et al[1997] review the vegetation schemes
used in the intercomparison exercice on Cabauw grass sitegn schemes for cities (see a reviewas-
son[2006]), or schemes dedicated to sea or ice surfaces. Thealeficomplexity of these schemes is wide.
The simplest models are bucket models (évtanabe[1969], Robock et al[1995]), with only one water
reservoir in the soil. Next are the so-called big leaf mo@Pksardorff[1978], Noilhan and Plantorj1989])
with only one surface energy balance and no canopy. The neielell schemes have several layers in
the soil, several energy budgets (low vegetations, snowtraedcanopy) and photosynthesis production to
simulate the carbon cycle (s&mon et al[2007]). The same degree of variability exists in the comipje

of the physical processes described in urban scheme$/Azes0n2006]).

However, the present paper will not discuss on the comple@fithe physical and physiological processes
of the soil or plants in these schemes. The topic of this paypterdiscuss the coupling of surface schemes

125
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to atmospheric models. Independantly of the complexithefdrocesses, two coupling methods are usually
used (fig 10.1):

* single-layer coupled schemes: these surface schemeseraeslfby only one atmospheric layer (i.e.
the lowest atmospheric layer of an atmospheric model, ag ibdilb). The surface schemes respond
to atmospheric variables at this level (temperature, windnidity, incoming radiation, etc...) and
they produce averaged upwards turbulent fluxes and radigtiantities (albedo, emissivity, surface
temperature). Note that this level is physically supposdokethigh enough above the surface to be in
the inertial sublayer (or constant flux layer), most schemssg Monin-Obukhov theory to param-
eterize turbulent fluxes. These exchanges have been needali the Assistance for Land-surface
Modelling activities (ALMA) norm (sedest et al[2004] andPolcher et al[1998]).

Because of the simplicity of this type of coupling, thesefare schemes can be used off-line (e.g.
forced directly by observations), so that they can be used f@ide range of applications (e.g. hy-
drology). All schemes presented in the offline intercomgaanibyChen et al[1997] are single-layer
schemes. These schemes can have a separate modelling ofl tiedsof the canopy, but the cou-
pling with the atmosphere is always done at a forcing levelvatihe canopy. The link between the
forcing level and the soil/canopy to compute energy fluxassigally done using systems of aerody-
namical/stomatal resistances (aPie@ardorff[1978]), that may depend on many factors, such as plant
stress or atmospheric stability.

» multi-layer coupled schemes: these schemes are coupthdseueral atmospheric levels (fig 10.1c).
They interact not by surface fluxes (except for the lowesllewut directly throughout the prognostic
variables equations of the atmospheric model at each IEeelexample, drag forces by the obstacles
(trees or buildings) will slow the wind and increase the teince, heat (water) fluxes by these obsta-
cles will produce differential heating (moistening) beemethe levelsXinmin et al.[1999] use such
a scheme coupled inline to a planetary boundary layer modstlily the influence of the tree density
in a forest on the air characteristic within the canopy atalag at night. Recentlgimon et al[2007]
built a multilayer scheme to describe precisely the water @arbon dioxyde fluxes inside the Ama-
zonian forest. For building canopidglartilli et al. [2002], Coceal and Belche2005] andKondo et
al. [2005] are example of multi-layer schemes. The drawbackigfhiigh resolution description of
the atmospheric processes is an intimate coupling of tfasscheme and the atmospheric model.
Furthermore, because atmospheric layers are thin neautfees (depth of the order of 1m) to finely
describe the air profile in the Surface Boundary Layer (SBtg,time step of the atmospheric model
must usually be much smaller in order to insure numericddiktya
Such schemes are used when one wants to describe very fiaghtehaction between the atmosphere
and the surface features. For example, low vegetation ahaidlanteract with air temperature near
the surface (say 1m), while tree leaves exchange temperatat humidity with higher level air (with
other temperature, humidity). This therefore allows a ipréobetter simulation of the physical and
physiological processes. Another interest of these schésrthe direct simulation of air characteris-
tics down to the surface itself, allowing several specifiplaations (wind stress in forest ridges, air
temperature profile between buildings, etc...).

The objective of this paper is to implement into single-lagehemes the fine description of air profiles
near the ground of the multi-layer schemes. That way, thglesilmyer schemes will gain the explicit phys-
ical representation of the surface boundary layer thankadttitionnal air layers, and still be coupled to
atmospheric models through only one layer.
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lowest atm.

En

cind level
4
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\]\/ \}\/ level —
"single-layer" surface "single-layer" surface scheme "multi-layer" surface scheme
scheme forced off-line coupled to an atmospheric model coupled to an atmospheric

model

Figure 5.1. Schematic view of surface scheme coupling: r@lsilayer surface scheme forced offline. b)
single-layer surface scheme forced by an atmospheric mageainulti-layer scheme forced by an atmo-
spheric model. Dotted arrows show the interactions betwseeiace and coupling/atm. forcing: (a) with the
forcing level, (b) the lowest atm level and (c) with all les@htersecting the canopy.

5.2 Theory

5.2.1 Atmospheric equations

The atmosphere can be described by dynamical (3 wind compg)nand thermodynamical variables
(heat content or temperature, water vapor, possibly otteemphases quantities). In this study, only the
Planetary Boundary Layer was considered, neglecting meatical velocity and horizontal turbulent
fluxes. The Boussinesq hypothesis is applied for the sakiengfisity. However, the following derivation
can be generalized to more complex equation systems. Oalghéory is described in the main part of the
paper. The numerics for implementation and coupling in nwdee discussed in the last section.

Using mean horizontal wind components,(V), potential temperaturg/) and water vapor specific hu-
midity (¢), without water phase changes, the equations describagtthosphere evolution can be written
as:

7T
W —U?)—U—VE;—U —fV+fV, —8?)“’
X N~ z
— 2T ha
Adv Turb_
ov ov ov'w’
o= Ug Ve, HU U -
——"
—’_y/ COT Pres.
Adv Turb (5 1)
90 00 00 . ow'e’ '
a = Uy Ve TL D
—_———— Diab. SN——
Adv Turb
0 0 ow'q’
g _ _p99 9 _ q
ot ox oy 0z
| Y — —
Adv Turb
whereU, = _#% andV, = —fipg—g are the geostrophic wind component&y’, v'w’, w6’ andw’q’ are

the turbulent fluxes, an€ represents the diabatic sources of heat (e.g. radiatitey).

In addition, a Turbulent Kinetic Energy (TKE, noted= 3 (u2 + v'2 + w'?)) equation can be used to
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describe the turbulence in some atmospheric models:

de Oe de ——o0U —90V g—— ow'e
—=-U——-V——vuw— —vuw— “w'gl  — - 5.2
ot o oy “War VWt gv% T T (6.2)
N ~—— ~—  Diss.
Adv Dyn.Prod. Therm.Prod.  Turb

where Right Hand Side terms stand for advection of TKE, dynahproduction, thermal production,
turbulent transport of TKE and dissipation respectively.

5.2.2 Atmospheric equations modified by canopy obstacles

The above equations refer to air parcels that do not intexdtt any obstacles. Near the surface, when
one wants to take into account the influence of obstacles @fildlv, these equations must be modified.
In atmospheric models, this is done by adding additionahsefior each variable, representing the average
effect of these obstacles on the air contained in the grichm®@se should note here that ideally, the volume
of the obstacles (trees, buildings) contained into the igré$h should be removed from the volume of air of
the grid mesh. However, this significantly complexifies alat atmospheric model, and the approximation
to keep the air volume constant even in the presence of déstecnormally done. This simplification is
also chosen here. Then, obstacles impact on the flow is ptedres as:

S = Adv +Cor  +Pres. +Turb(U) +Drag,
%—‘t/ = Adv +Cor  +Pres. +Turb(V) +Drag, (5.3)
% = Adv +Diab. +Turb(6) +%canopy '
% = Adv +Turb(q) +%wmpy
and
Oe ‘ Oe
— = Adv + Dyn.Prod. + Therm.Prod. + Turb + Diss. + — (5.4)
ot ot canopy
where,

* Drag, andDrag, are the drag forces (due to pressure forces against thectdzgtéhat slow the flow,

%mmpy is the heating/cooling rate due to the heat release/uptakbebsurfaces of the canopy ob-

stacles in the grid mesh,

9q
Ot canopy

» and %mmpy represents the TKE production due to wake around and belusiddes as well as the

additionnal dissipation due to leaves-induced smallestabulence.

is the moistening/drying impact of these obstacles,

The prescription of these terms due to the obstacle impatttefiow are parameterized differently for each
multi-level surface scheme, and this is not described iaibbere. Parameterizations for dynamical vari-
ables are often similar for forest canopies. Wind drag isallgyparameterized as the opposite of the square
of the wind, as irShaw and Schumari©992] orPatton et al[2001]: Drag, = —Cya(z)U+v/U? + V2 and
Drag, = —Cqa(2)VVU? + V2, whereCj is a drag coefficient and(2) is the leaf area density at height
(this parameter can be derived from Leaf Area Index and aiget height, assuming a normalized vertical
profile of leaves distribution in the canopy). The TKE prodiie/destruction term can be parameterized
as the sum of two effects: wake production by the leaves (peterized as proportionnal to the cubic
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power of wind: %mmpy x Cy(U? + V?)2 as inKanda and Hind1994]) and the energy loss due to fast
dissipation of small scale motions (leaves are of a muchlenmsdale than the grid mesh). The latter term
is often parameterized as proportionnal to the product ofdvidy TKE (%wmpy x —Cyev/U? +V? as

in Kanda and Hino[1994], Shen and Lecler§l997], Patton et al.[2003]). Because of the high degree
of complexity of the processes involved (and hence of ptssibimplifications), parameterizations for
temperature and humidity exchanges are much more varigbte®exampleSun et al[2006] parameterize
heating effects simply as a function of radiation verticalecgence, while more complex vegetation

models, as iPark and Hattori[2004], solve leaves temperature and use it to estimatecataanospheric

layer the heat and water vapor exchanges between the fanespy and the air%—feampy x a(z)(0; — 0)
and %4 x a(z)(gsat(0;) — q), where#; is the leaves potential temperature ang; is humidity at

Ot canopy
saturation (proportionnality coefficients depend on pblggjical processes of the plant).

For urban canopies, the same drag approach is chosen irajérehe effect on wind, and only the wake

production term is kept for TKE (because turbulent eddieslamge behind buildings, so their dissipation
is not as fast as those produced by leaves). Heat exchargyés\aever more complex and detailled (see
Masson[2006] for a review), as radiative trapping and shadowdediht building heights, and sometimes
even road trees are taken into account in state-of-therdnumodels. An exemple of urban canopy
parameterization is given iHamdi and Massof2008].

As stated above, these additional terms allow a fine degmmiptf the mean variable profiles in the
atmospheric model in the SBL (e.g. wind and temperaturelpraf a function of stability, wind speed in
forest canopy, etc...) and of the flow statistics (non camdtax layer inside the canopy for example).

5.2.3 Implementation of the SBL equations into a surface s@me

The objective of this paper is to provide a way to implemerthsa description of the SBL with a lot of
atmospheric layers directly into the surface scheme. Susthame could be used offline (figure 10.2a)
or coupled to an atmospheric model (figure 10.2b). As seerohyparing with figure 10.2c, the vertical
resolution is the same as with a multi-layer model. The mwbis that the computation of most of the terms
of the equations (advection, pressure forces, diabatitinigarequires the atmospheric model dynamics
and physical parameterizations.

The set of equation (5.3) is rewritten by separating the ggses as (i) 'large scale forcing’ (LS, that are
solved by the atmospheric model), (ii) the turbulence aiiltifie canopy effects:

9Y = LS(U) +Turb(U) +Drag,
Za—g = LS(V) +Turb(V) +?9ragv 5.5)
? = LS(0) +Turb(d) 0t canopy
5 = LS(q) +Turb(q) +8—gcampy
The TKE equation remains the same:
Oe , Oe
5= Adv(e) + Dyn.Prod. + Therm.Prod. + Turb + Diss. + gn (5.6)
canopy

To represent the SBL into the single-layer surface scheme,considers prognostic atmospheric layers,
between the surface and the forcing level of the surfacensehghat is the level that is coupled to the
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a) b) c)

lowest atm.

SBL leve forci g eye. level » SBL level ' X

L} [}
SBL SBL .
SBL SBL lowest atm.
SBL SBL level —>

"single-layer" surface scheme "single-layer" surface scheme "multi-layer" surface scheme
+ Surface Boundary Layer scheme + Surface Boundary Layer scheme coupled to an atmospheric
forced offline coupled to an atmospheric model model

Figure 5.2: Schematic view of the coupling between surfateime and SBL scheme : a) single-layer
surface scheme with SBL scheme forced offline. b) singlefaurface scheme with SBL scheme forced
by an atmospheric model. c) multi-layer scheme couplingcjas figure 10.1). Dotted arrows show the

interactions between surface and SBL scheme (a and b). B&letevel is at same height as atmospheric
forcing level.

atmosphere). Each of these layers is represented by thespaet], the potential temperature, the humidity
and the Turbulent kinetic energy (all these variables beinognostically computed). They satisfy the set of
equations (5.5). In order to solve them, the following agstioms are made:

» The mean wind direction does not vary in the SBL (Rotatior thuCoriolis inside the SBL is ne-
glected).

» The advection of TKE is negligible. This assumption is nalid/ for horizontal scales (and grid
meshes) of the order of a few times the canopy height, asiledguiih with forcing condition above is
not reachedBelcher et al[2003], Coceal and Belch€e2005]), but it is valid for larger scales.

« The turbulent transport of TKEu(e) is negligible near the ground and in the SBL. This assumptio
is fairly valid, this term being generally important onlyghier in the BL .

» Above the canopy, the turbulent fluxes are uniform with heigonstant flux layer).

» The Large Scale forcing termd.§(U), LS(V), LS(0), LS(q)) are supposed to be uniform with
height in the SBL. It is assumed, for example, that advecioth pressure forces are driven by syn-
optic flow or by the mesoscale BL flow (e.g. sea breeze). Dialgdtects on temperature are also
supposed to be uniform.

Then, the equations can be solved if the turbulent termsenSBL (see subsection (5.2.5)), the canopy
terms (depending on each surface scheme physics), andriferifu with height) large scale forcing are
known or parameterized.

Writing the equations at the forcing level & z,), which is supposed to be above the canopy (all canopy
terms are set to zero) and therefore in the constant flux (@yeturbulent fluxes are supposed to be uniform,
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so that the divergences of turbulent fluxes are small), lacgde terms can be estimated from the temporal
evolution of the variables at the forcing level:

Bie=z) = LSO)
W(ozz) = LS(V)
W(mn) = LS(0) &9
%(Z:Za) = LS(q)

In reality, the constant flux layer hypothesis supposes rairestant turbulent flux but a small variation
of the turbulent flux compared to its value. The small de@&asrease of the turbulent flux can lead to
tendencies of the mean variables. However, this smalltianigs generally relatively uniform in the whole

boundary layer (e.g. uniform heating of the convective loaum layer). This impact of the fluxes at the
scale of the whole BL is included in the LS terms.

5.2.4 Boundary conditions

Finally, one obtains (using only one wind component, as timel\does not veer with height in the SBL):

9 = U(ry=2,) +Turb(U) +Drag,
% - %(2 =z,)  +Turb(9) +%mopy (5.8)
a_g = 5—3(2 = ZG) +Turb(q) +8_gcanopy
And
0 0
ge _ Dyn.Prod. + Therm.Prod. + Diss. + ge (5.9)
ot t canopy

The surface condition for the wind equation is given by théulent flux at the surface’w’(z = 0). The
value at the top of the SBL scheme is given by wind at forcingltel/ = U (z = z,).

The surface condition for the potential temperature equais given by the turbulent flux at the surface
w'0’(z = 0). The value at the top is given by the temperature at forciagll® = 6(z = z,).

The surface condition for the humidity equation is given bg turbulent flux at the surface’q’(z = 0).
The value at the top is given by humidity at forcing levek= g(z = z,).

The turbulent fluxes at the surface are computed by the sudelteme, using the atmospheric variables of
the lowest level of the SBL (and not at the usual forcing leatel,). The exact formulation depends on
the surface scheme used. For example, a lot of (1 layer)mudehemes use to compute the surface heat
(vapor) flux a formulation with exchange coefficierdty (including a dependancy with stability), surface
and air temperatures (humidityp(¢’(z = 0) = Cj,(6, — 6,)). With the SBL schemd, is the temperature

at first SBL level, and the stability in the lowest layer in neautral (because of the proximity to the ground
-we used 50cm as first layer-).

There is no need of boundary condition for the TKE at the sarfar at the forcing level, as no vertical
gradient of TKE is used. The only term that needs special coation near the surface is the Dynamical
production term, as it uses a vertical gradient of mean wind.
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5.2.5 Turbulence scheme

One turbulence scheme is of course needed in the SBL. A TKitlemce scheme, developed Gyxart

et al.[2000], is chosen here. The mixing length is computed d@8ddelsperger et a[2001]. Mixing and
dissipative length scales are not equal, in order to reptemecurately the dissipation modification due to
the -1 power law of the turbulence in the SBL. Other turbuéeachemes may be used.

A summary of the turbulence scheme is given below:

ww = —Cul\/é%—g
w0 = —Cyly/edl
Tl — 9q
vy = qufgz (5.10)
Oe o —F g— €2 Oe
o = —u’w’g—k Ew/% —Cez'i‘ﬁcanopy
~——
Dyn.Prod. Therm.Prod. Diss.

with C,, = 0.126, Cp = C, = 0.143, Cc = 0.845 (from Cheng et al[2002] constants values for pressure
correlations terms and usir@uxart et al.[2000] derivation). The mixing and dissipative lengthsnd.
respectively, are equal to (froRedelsperger et aJ2001], o = 2.42) :

I = kz/[VaCud?,(2/Lao)de(z/Lao)]) ™t

le = 1a*C./C,/(1—1.92/Lyo0) if z/Ino < 0 (5.11)
le = 1a?C./Cy,/(1—0.3\/2/Lyo0) if z/Lyo > 0

WhereL ;o is the Monin-Obukhov lengthp,, and¢. the Monin-Obukhov stability functions for momen-
tum and TKE.

5.3 conclusion

A formulation allowing to include prognostic atmosphewgérs in offline surface schemes is derived from
atmospheric equations. The interest of this approach isedhe advanced physical description of the SBL-
canopy interactions that was available only in complex tadipulti-layer surface schemes. The coupling
only occurs at the bottom level of the atmospheric model shatuld be coupled above the surface+SBL
scheme. Variables that must be exchanged are: incomingti@diand forcing level air characteristics
towards the surface scheme, upward radiative and turbéliexes from it. The air layers prognostically
simulated with the SBL scheme take into account:

» The term that is related to large-scale forcing (e.g. atloel The detail of this term is not known by
the SBL scheme. The evolution of the air characteristichafarcing level is supposed to take into
account all these large-scale forcing terms.

» The turbulent exchanges in the SBL (including in the candfpgny). They will modify vertical
profiles in the SBL. For example, the logarithmic profile ohdiiis directly induced by these turbulent
fluxes, and is well reproduced by the SBL scheme.

» The drag and canopy forcing terms. These are computed ¢brleger, due to the interaction between
air and the canopy. These exchanges have to be modeled byrtheesscheme to which the SBL
scheme is coupled. In the present paper, for forests, istake account the dynamical terms: drag
and impact on Tke.
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The possible applications of a SBL scheme included in serfé@bemes can be:

» a more physical determination of standard 2m variablesldmd wind. It can be seen as a drastic
increase of the vertical resolution of the atmospheric nwdear the ground, without the drawback
of a smaller time step (that would be necessary to resolvadkection on a very fine grid). Further-
more, because the additional air layers are not handled éoptthospheric model, the SBL scheme
(associated to a surface single-layer scheme) is easy fecaith Numerial Weather Prediction or
research atmospheric models.

* a better description of the turbulent exchanges and thm@listain the SBL, including over complex
terrain, for low-level flow and dispersion studies near thdace. As future applications, the disper-
sion processes in presence of canopy (e.g. chemistry akdiifusion in urban areas) could then be
more accurately simulated.

« the inclusion of the detailed physics of the multi-layenemes (e.g. the interactions of forest or urban
canopy with atmospheric layers in the SBL) into single-tagghemes.
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5.4 Appendix: Vertical and temporal discretization

5.4.1 \Vertical discretization

The vertical grid for the SBL scheme is a staggered grid (dguB). Historical variabled [, 4, ¢, ¢) are

defined on 'full’ levels. The temporal evolution terms dueémopy obstacle(ag,, %mmpy, %mmpy,
Oe

Ecanopy) are also located on these full levels. The turbulent flu@sputed by the SBL scheme are
computed on the 'flux’ levels, staggered between the fulelev The height of full levels is exactly at
middle height between half levels. Note that the grid candrel (is most of the time) stretched, with a
higher resolution near the ground. The ground is the first bwel (to be consistent with the boundary
condition provided: the surface turbulent fluxes). The apheric forcing level is the upper full level (to
be consistent with the upper boundary condition).

5.4.2 Temporal discretization

For any variableX (U, 6, q or €), the evolution equation can be written as:

X X OF(%X)
B0 = o (7= %) = g2+ For(X) 612
where F' is the turbulent flux forX = [U,#6,q|, and For contains canopy forcing term%ffamopy for

X = [U,¥6,q,e€]) and other RHS forces fak' = [e]. Note that the turbulent flux term®& depend formally
on the vertical derivative of the variabl%—’}) while canopy forces and RHS TKE forces depend on the
variable itself (X).

In order to satisfy the stability of the SBL scheme at largeetisteps, an implicit solving is performed. If the
coupling at the atmospheric level is explicit, the atmosjghfercing is not modified in the current time-step
by the SBL and surface schemes (i%’fi(z = z,) does not change during the SBL solving). Of course,
the atmosphere will further evolve in response to the tabuSBL fluxes (through the atmospheric model
turbulence parameterization). In these conditons, the ig#ilicit solving writes:

Xt—-X- 90X~ oF— 02" [(axt o9x- dFor~
L L 2l (p=ma) - -2 — ——— |+For” Xt-X") (51
At o U= g e X\ e )PP T ) 613)

Where At is the time step,” subscript stands for previous time-step variable (knovamg * subscript
for the future time-step variable (which one seeks to cale)l Such an implicit scheme leads to a linear
system linking all variables at each level to those from teels below and above (due to the vertical
gradient at instant). This system is tridiagonal, and easy to solve numerically

5.4.3 Implicit coupling with the atmospheric model

It may be necessary in some atmospheric models (essemtiadlyo very long time steps - half an hour- and
the turbulence scheme used in the atmospheric model) tdecauplicitly the surface (including the SBL
scheme here) and the atmosphere. First RHS term in Equafi@nsnow equal t([)X(J;:Za) —X(;:Za)]/At.
The atmospheric variable at timeis modified by the surface flux at the forcing level. It is fotimed by
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Best et al[2004] :X(J;:Za) = AXx F(J;:Za) + B (where A and B are known). Therefore, Equation 5.13, in
case of implicit coupling with the atmosphere, writes:

+_x— B—X(z=zq)" — - + N
xegxs = B o LR = ) x (B e =) - B e =2))

—9ET _ e x (%—f* - %—f’) + For(X)™ 4 25 x (Xt — X7)
’ (5.14)
This is still a linear system involving variables at futunme step at all levels of the SBL scheme, but this
system is no longer tridiagonal, because the t%éﬁ@z = 2,)" (i.e. at upper SBL level) influences directly
the variableX * at each level. However, such a system is still resolvablewsiy the generality of the SBL
scheme method proposed here.
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forcing | evel

S S S S

Figure 5.3: Schematic view of the vertical discretizatian the SBL scheme. Plain lines are full levels.
Dotted lines are flux levels.
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Chemistry and aerosols
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6.1 Dust aerosols

Dust is mobilized from dry desert surfaces when the windifiic speed reaches a threshold wind friction
speed of approximately 0.2 m/s. Dust is an important aenegbl annual global emissions ranging from
1000 to 3000'g yr—' and average global load around 108 (Zender et al[2004]).

Dust is mobilized by two related processes called saltadiott sandblasting. Saltation is the horizonal
movement of soil grains in a turbulent near surface layemdBkasting is the release of fine dust when

the saltating grains

hit the surface. Several papers doguthese two processeBlarticorena and Berga-

metti[1995] and references therein describe the physics oftsala andShao et al[1993] describe the
physics of sandblasting.
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6.1.1 Implementation in the Externalized surface

The dust fluxes are calculated using the Dust Entrainment Beposition (DEAD) model Zender et
al. [2003]). This model is based avarticorena and Bergamet{il995]. The dust fluxes are calculated
consistently with the ISBA soil surface scheme. Table 6vegian overview of the main input to the dust
production model.

Table 6.1: ISBA variables used by the dust module

PARAMETER | EFFECT ON DUST EMISSION REFERENCE \
wind friction speed Increase emissions Marticorena and Bergametfil 995]
Soil moisture Inhibit emissions Fecan et al]1999]
Vegetation fraction Inhibit emissions Marticorena and Bergametfil995]
Surface roughness Inhibit emissions Laurent et al.[2005]
Surface texture Soil sizes> 50um
increase saltation flux Iversen and Whit§1982]

6.1.2 Features of the model
Emission process

The production of desert aerosols follows in fact the saastinig process following the bombing of the
aggregates present at the surface by particles in saltéfigire 6.1). These processes depend on both
weather conditions and surface states. Indeed, the kieetiggy of the grains caused by saltation is used in
shocks induced by these particles, when they fall to thergtaa release and eject fine particles constituting
aggregatesGillette and Goodwirj1974], Gomes et al[1990]). The resistance to wrenching, concerns soil
properties like the gravity force and the inter-particlects. Moreover, emission of aerosols is a threshold
phenomenon: it occurs only when the wind friction force é@ron soil grains becomes greater than the
forces that maintain them to the ground. When this thresl®lekceeded, the soil grains start moving
horizontally. The smallest particles can be suspendedearatmosphere and constitute the desert aerosol.
The production intensity of fine particles thus depends enrétio between the transfered kinetic energy
flow and the cohesion forces of the particles forming the egajes.

Vent de surface / - e %
/ * .
= = [ Py
/ b v

[ = sattaton &

+ Sandblasting
* -

=V s

/ ‘ Fliix horizontal 6

Figure 6.1: illustration of the two main processes involuethe emission of aerosols desert (saltation and
sandblasting) when the erosion threshold is exceeded.
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Once the patrticle is injected into the atmosphere, the fot@avhich it is subjected will control its suspen-
sion. Itis generally accepted, given the balance of forites,only particles with a diameter less than about
20 um can be transportedllickling [1994]). Those fine particles, named aerosols, constihéartain part

of the vertical flow of desert aerosal§. This vertical flow is defined as the mass of particles crasgier
unit of time a unitary surface parallel to the surface.

Parameterization of the friction velocity

Wind is the driving force in the aerosols desert generatinggss. The ground surface opposes the air flow
and slows the air mass at its base. The surface wind is vesjtiserto changes in surface characteristics at
small scale. These changes may be due, for example, to thenme of vegetation or rocks. In the first few
meters of the atmosphere, a surface boundary layer (CL®J@s; in which the horizontal component of
the wind speed has a vertical gradient whose intensity aigpen the ability of the soil surface to slow the
flow (Figure 6.2). For a laminar flow over a horizontal surfaite shear constraint) exerted by the wind

on the surface is connected to the vertical gradient of tmelwpeed () by:

L, U
Moz
Where is the air dynamic viscosity coefficient and Z the heajjove the ground.

(6.1)

Figure 6.2: Representation of the effect of soil on the airfemd of the shear stressexerted by the flow
on the ground.

The shear constraint can also be expressed in terms obfrigtind speed/,, which is usually the physical
guantity used to quantify friction forces exerted by windasurface:

7= pa U, (6.2)

Wherep,, is the air density. Under conditions of thermal neutrality, can be determined from the wind
speedU at a heightz from the ground and the height of aerodynamic roughn&g$ sing a wind speed
logarithmic profile Priestley[1959]):

U, z

U(Z) = —In(

m 70) (6.3)

SURFEX V5 - Issue t1 - 2009



140

Wherex = 0.4 is the Von Karman constant.

Physically,Z reflects the length scale of the sink of air momentum indugetthé surface roughness. More
specifically, Z, represents quantitatively the effect of erodible elemésd grains) or non-erodible ones
(rocks or vegetation) on the transfer of wind energy to théase.

Friction velocity threshold

The resistance of the surface on the motion is representéueldyiction velocity threshold/,,. Indeed, the
friction velocity threshold/,; controls both the frequency and the intensity of emissidreeosols desert,
so it is important to parameterize carefully, and give special attention to obtain the quantities it ddpen
on. The erosion threshold is mainly computed from the saiirgr diameterD,,, the surface roughness
(Rug) and the soil moisturexf). The friction velocity threshold is expressed as:

U, = Uy, (Dy) - F(Rug) - F(w) (6.4)

U, (D,): depends on the friction speed with the diameter of soilrgraF'(Rug) and F'(w): weighting
functions of the influence of roughness and soil moisturedddidealized conditions, ie for a smooth surface
and a loose and dry soil, the friction velocity threshélgd (D,) can be determined using the formulation
of Marticorena and Bergametfl995], which consists in adjusting an empirical expressie a function of
the particle diameter. Under standard atmospheric camditp, = 0.00123g - cm ™3, p, = 2.65g - cm™3),
the friction velocity threshold/., (D,) is given by:

0.120K
U,,(D,) = — ,0.03 < Re,, < 10 (6.5)
(1.928Re.,"%2)
U,,(D,) = 0.129K [1 — 0.0858 exp (—0.0617 (Re,, — 10))] , Res, > 10 (6.6)

WhereRe,, = U,, D, /v is the Reynolds number threshold £ 0.157 cm?s~!: kinematic viscosity)

0.5 0.5
SR — ppgDp) ( 0.006 )
and: K ( o 1+ pTIRE

The optimal diameter of the particle is equal to 75 um.

Influence of soil moisture on friction velocity threshold

The presence of interstitial water between soil grains haseffect of increasing the cohesion of the saill,
thus increasing the friction velocity threshold. This iease is integrated in the module DEAD from the
parameterization developed Bgcan et al[1999]. The proposed equation, expresses the threshloekise,
under wet condition$/,,, compared to that in dry conditions.

*tw

Uy, = U, forw < w (6.7)
'10.68]%-5 ’
Ui, = Uy, [1 +1.21(w —w) } forw > w (6.8)

With: w: mass soil moisture (% mass water / mass dry soil). And soistae threshold is given by:

w = 0.17(%clay) + 0.14(%clay)? (6.9)
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Aerodynamical roughness height

The effects of the internal boundary layer (IBL) on frictieelocity threshold, due to the presence of stones,
is setin DEAD scheme bylarticorena and Bergametfl995]. The energy distribution is defined in this pa-

rameterization as the ratio between the IBL shear frictioth #he total shear friction of the surface boundary
layer (SBL). This ration is given by:

Fopf(Zo, Zos) = 1 — [m(zo /Z4s) /1n(o.35(10/205)0-8)} (6.10)

Zos = 33.3 x 10~% m: roughness length of the smooth surface
Zy = 100.0 x 1075 m: roughness length of the erodible surface
The friction velocity threshold is expressed as:

U*t (DP)

= 6.11
feff(ZO>ZOS) ( )

U*t (Dp7 Z07 ZOS)

Surface flux
The horizontal saltation fluxY) is calculated in module DEAD through th€hite[1979] relationship :

P 3 U*t U*t )
G=c-=-Uy"(1- 1 6.12
gt (1-7) 1+ 7 612
With ¢ = 2.61. The ratio between the vertical flux and the horizontal flua fenction of clay content. For
contents between 0 and 20%, this ratio is :

o= g = 100 exp [(13.4(%clay) — 6) x In(10) ] (6.13)

In the DEAD module, the fraction of clay is considered constnd is equal to 20%. The final vertical flux
is averaged by a pre-determined factor equals to 0.0021 atitelsand fraction.

Mass flux repartition

UponAlfaro and Gomef2001] the mass flux is partitioning on the different modesmuthe surface friction
velocity. More the collision energy is strong more the dugjragates can be separates into small particles.
In surfex, two possibilities are offered. Users can fix thdipaning or the mass flux on the differents modes
considered, or compute automatically this partitioningmphe ISBA friction velocity. In this latter case,
Alfaro and Gome§2001] gives the following partitionning:

* u* less than 0.32n.s~ 1, all particles are emitted in the coarse mode.

« u* at 0.42m.s~ 1, 63 % of the mass flux is in the bigger coarse mode (D=14d , 36 % in the
lower coarse mode (D=6,/m), and 1 % in the accumulation mode (D=1.5n)

« u* at 0.50m.s1, 49 % of the mass flux is in the bigger coarse mode (D=141d , 43 % in the
lower coarse mode (D=6,/m), and 8 % in the accumulation mode (D=1.5n)

« u* at 0.66m.s~!, 9 % of the mass flux is in the bigger coarse mode (D=143 , 76 % in the lower
coarse mode (D=6.iim), and 15 % in the accumulation mode (D=1.5n)

Between these friction velocities values, the mass fluxtaring is linearly interpolated.
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6.2 Sea Salt emission

Sea salt aerosols are produced as film and jet droplets wharlds) entrained in the water by breaking
waves, disrupt the sea surface (Blanchard, 1983), and alsvéipeeds exceeding about9s !, by direct
disruption of the wave tops (spume dropletg)ohahan et al[1983]).

Sea Salt emission are parameterized upon the formulativigoéti et al.[2001] (effective source function)
or upon a lookup table defined I8chulz et al[2004]. Vignati et al.[2001] gives a formulation of particles
emission upon the wind at 10 meters as:

o F(R=0.2um) = 10%0910m+0.283p,40ticles.cm =257
o F(R =2um) = 1000422U10m+0.288)) - cles.cm ™2 .51

o F(R = 12um) = 10%069010m =354, ticles.cm™2.s71

6.3 Dry deposition of gaseous species

The removal of gases from the atmosphere by turbulent eareasid uptake at the surface is defined as
dry deposition. This process enables some chemically iveagases to be efficiently removed from the
atmosphere. Dry deposition is usually parametrized thi@ideposition velocity,, defined by, = —f—z)
where F, is the flux of the considered compound,(is assumed constant over the considered range of
heights) and:(z) is the concentration at height (molecules/crh). v; depends on many variables such
as wind speed, temperature, radiation, the consideredespand the surface conditions. It is commonly
described through a resistance analogy often called "RigFLModel (e.g.Wesely and HickEL977]).

1

val?) = R R T R

whereR, is the aerodynamic resistance, which is a function of thieulence in the boundary layeR,, the
guasi-laminar resistance partially controlled by molecuiffusion, andR, the surface resistance, which
combines all the transfer pathways playing a role in thekgotd trace gases by the surface.

Meso-NH surface for dry deposition

As shown fig. 6.3, earth surface is divided into four majortgaOn those surfaces calculation of specific
parameters are done (friction velocities, surface rastgs, ...). The earth splitting is done as follows :
town horizontal fractioniasson2000]), inland water and sea surfaces (differents becatideeir surface

temperature) and nature fractions. Nature surface is ¢at9ncover type, which can be reorganized by
‘patches’ (1 to 9). One ’patch’ contains one or several caypes (user choice). These cover types are
connected with the Wesely classes of vegetation for thesenfesistance data parameters (see table 6.2).

6.3.1 Resistances for dry deposition
Aerodynamic resistanceR,

R, determines the rate of transport of gases between a givenh ilethe atmosphere and the height of
the effective surface sink. It is usually calculated as thkx lmerodynamic resistance to the transfer of
momentum :R,(zgr) = ﬁ whereCp is the drag coefficient for momentum (see for examplesely
and Hicks[1977]; Sheih et al[1979]; Walcek et al[1996]) andV 5 the wind speed (in the following,
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Figure 6.3: Schematic resistances for dry deposition module in acomelavith the surface state. Ra
represents the aerodynamic resistance, Rb the quasidanasistance and Rc the surface resistance.

the parameters which are already used or calculated in th8 ®ANH subroutines will be noted in bold
characters). The reference heightis taken as the lowest atmospheric level in the ISBA scheme.

An alternate way is to use the ISBA calculationRf, R, (zr) = ﬁ which determines the transfer of
water vapor.Cyy is then the drag coefficient depending upon the thermallgiabf the atmosphere.

Heat drag coefficients are calculated in WATIEERUX for inland water and sea, in URBAN for artificial
land (town) and in ISBA for the other nature cover types orchatSo there is on®, different for each
different coefficient.

This formulation ofR, requires an additional term to the quasi-laminar resigatescribed below.

Quasi-laminar resistanceR;

The component?, is associated with transfer through the quasi-laminarrlayeontact with the surface.

Ry quantifies the way in which pollutant or heat transfer diffem momentum transfer in the immediate
vicinity of the surface (this is due to the effects of molegudliffusion and the difference of roughness
lengths found for momentum and mass transfdg). depends on both turbulence characteristics and the
molecular diffusion of the considered gas. Transport of ateough the quasi-laminar layer by molecular
diffusion depends on the thickness of the layer, the conaton gradient over the layer and on a diffusion
constant, which in turn depends on the radius of the gas miel@nd on the temperature. The complexity
of vegetation generally limits the accuracy with which thagnitude of this mechanism can be estimated in
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Meso-NH nature cover type Wesely correspondence class

C3 cultures types(low) (2) Agricultural land

C4 cultures types(hight) (2) Agricultural land

forest and trees (4) Deciduous and (5) coniferous forest

grassland (3) Range land

no vegetation (smooth) (8) Baren land, mostly desert

no vegetation (rocks) (11) Rocky open areas with low-growing shrups

permanent snow and ice No correspondence

irrigated crops (9) None forested wetland

irrigated parks gardens or peat bog$6) Mixed forest including weet land
and (9) none forest wetland

Table 6.2: Meso-NH vegetative cover type and Wesely connected classyfaleposition calculation

the field. This resistance can be conveniently written as:

1 20
= 1
ku* os(

Ry, )

k is the Von Karman constant and the friction velocity. z. is the roughness length for the pollutant under
investigation (Baldocchi et al. (1987)).

According toHicks et al.[1987], Garrat and Hicks[1973] R, can be approximated for vegetation and
fibrous roughness elements by :

Zc

= (B

ku* " Pr
ScandPr are the Schmidt and Prandtl numbers respectively= 0.72 andSc = DL with v the kinematic
viscosity of air (0.15 crhs™!, 20° C, p = 1 atm) andD; the molecular diffusivity of gas (see table 6.3 for
some of these constants). For snow, ice, water and bare&pitan be calculated byGanzeveld and
Lelieveld[1995]):

Ry,

R = 1 (B

This formulation is used for all Meso-NH grid fraction coweith no vegetation (Leaf Area Index = 0), that
include artificial land, water and sea.
Definition of friction velocity in MNH is given by :u* = f/< WW >y’ + < VW >, Where
< v'w' >, and< v'w’ >, represents surface fluxes of horizontal momentum in x andections (xx
for sea, water, town and nature patch). Molecular diffugigpecies/air can be obtain by the knowledge of
H>O0 /air diffusivity. The coefficient of diffusivity is given by theemeral formula as:
D= Ul/?) _ 0.376kT

- — N(MCste)0b
with | mean free path, v mean molecular velocity, k Boltzmaonstant, T temperature, N concentration,
M molecular mass. So we use for computing molecular difitysiv

0.5
D(gaz) = D(H20) <%>
with

D(H50) = 2.22¢ — 5+ 1.25107 (T + 273) for193K < T < 0K
D(Hy0) = 2.22¢ — 5+ 1.46107 (T + 273) for273K < T < 323K
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However, these formulations &, remain still controversial. Recent results from fields sadndicate that
they are not in agreement with experimentally derived tssalk least for the transfer of HN@ver wheat
(Muller et al.[1993]). At last, velocity dry deposition is not very sensstof the choosen definition ag,
(Ganzeveld and Lelieve[d995]).

Surface Resistancer,

The surface resistance is the most difficult of the threestastes to describez. values can be obtained
from theoretical considerations based for instance orbddjuand equilibrium; calculations in combination
with simulation of vegetation specific processes, such asraalation, transfer process through stomata,
mesophyll, cuticles, etc.. (Baldocchi et al[1987], Wesely[1989]). The values oR?. are based on mea-
surements of/;. By determiningR, and R;, from the meteorological measuremenf,is calculated as the
residual resistance. The calculatBd are then related to surface conditions, time of day, etén order to
obtain parametrizations dt..

Vegetative surface resistance

Stomatal In-canopy
transport

Re External
leaf uptake

Mesophyll

Figure 6.4: Surface resistance schematic for vegetation.

R, is a function of the canopy stomatal resistaritg,,,, and mesophyll resistand,,, the canopy cuticle

or external leaf resistandg,,;, the soil resistanc®;,;; and in-canopy resistande;,,., and the resistance to
surface waters or moorland pool,,.:, Rscq (Erisman and BaldoccHL994]). In turn, these resistances are
affected by leaf area index, stomatal physiology, soil axtdreal leaf surface, pH presence and chemistry
of liquid drops and films. In summary;. should be calculated &isman and BaldoccHiL994] :

i —1
« Vegetative surfacesR, = ( s o B oy e ﬁ)

Water surfaces R. = Ryat
e SeasurfacesR,. = Rgeq

» Bare soil (no vegetation) R. = R,

Rock surfaces R. = R, ek

e Snowl/ice cover R. = Rgnow

Artificial land : R. = Ripwn
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Stomatal and mesophyll resistance .., and R,,
The stomatal resistance for water vapor is calculated inSB& subroutines as

Rsmin
F,F,F3F, LAT’

Rstom =

whereL Al is the leaf area index computed by patch, &dFs,, F3, F, are limiting factors depending on
radiation, wetness of soil and temperature. In order tonlgsthe stomatal resistance for another gas, the
ISBA Rstom fOr water vapor should be corrected as followed :

Rstomw = 1:{fstom X

Dpy,0 and D, are the diffusion coefficients O andx respectively (Vesely{1989]).

There is not much knowledge on the mesophyll resistance iffareint gases and the conditions which
determine its value. For some gases, such as@Cand NH;, R,, is experimentally found near zero values
(Erisman and BaldoccHiL994]). This is in agreement with the parametrization ssjgd byWesel\{1989]
for the calculation of the mesophyll resistance :

*

H “1
Ry = (m +100fo)

In this expressionH* is the Henry’s law constant for the considered gasa reactivity factor which
determines the rate of reduction of the substance. Twolphpthways are thus assumed, one for highly
reactive gases, the other one for soluble substances. Gablsts H* and f, for some specieB@er and
Nester[1992]).

External leaf uptake R+

The external leaf uptake can act as an effective sink, eglpetir soluble gases at wet surfaces. The resis-
tance of the outer surfaces in the upper canopy (leaf caticekistance in healthy vegetation) is computed
by Wesel\y{1989], for a dry surface to any gas (x), as :

Remﬁ.a:.dry - Rext(lo_SH* + fO)_1

In this expressionR..; is given by land category and season in table 6.4, the casstart, fy) can be
found in table 6.3.

The following equation is supposed to give an analytic esgim ofR.¢ in accordance with Wesely table
6.4, and including seasonal variations through the leaf Br@exL AT :

Regt = 6000 — 4000 tanh(1.6(LAI — 1.6))

These results had been compared with Wesely table in acomedsaith Méso-NH (ISBA) data of LAI (see
fig. 6.3.1).

In case of dew or rain, and according to the same authoVgaidhsley and Wese[(1996], the equation
should be replaced by :

Rext.x.wet - [1/(3Re$t.$.dry) + (1077H* + fO/}ZextOzone]i1

with
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Species Reactivity factor Henry’'s law (M/atm)
Sulfur dioxide 0 1.6(1+2.11072/H+)
Nitric oxide 0 1.91073

Nitrogen dioxide 0.1 1072

Nitric acid 0 5.8 10/ H+

Ozone 1. 1.51072

Hydrogen peroxide 0 1.8 10°
Formaldehyde 0 3.26 1074

Aldehydes 0 76

Organic acids 0 1.451074

Organic peroxide 0.25 665

Peroxyacetic acid 0.5 1635

Peroxyacetyl nitrate 0.1 3.6

Other alkanes 0 1.1073

Ethane 0 1.91073

Ethene 0 4.91073

Propene 0 4.71073

Butene and other olefins 0 1.31073

Toluene 0 0.15

Xylene 0 0.1

Table 6.3: Reactivity factor and Henry's law constants for differehemical species

10000

8000 -

6000 -

Rext

4000 ¢

2000 -

Wesely data
MNH calculation|

0 1 2 3 4 5 6
LAl (Leaf Area Index)

Figure 6.5:Rqx¢ fonction of LAT (from Wesely table)
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1 2 3 4 5 6 7 8 9 10 11
Midsummer with lush vegetation

9999 2000 2000 2000 2000 2000 9999 9999 2500 2000 4000
Autumn with unharvested cropland

9999 9000 9000 9000 4000 8000 9999 9999 9000 9000 9000
Late autumn after frost, no snow

9999 9999 9000 9000 4000 8000 9999 9999 9000 9000 9000
Winter

9999 9999 9999 9999 6000 9000 9999 9999 9000 9000 9000
Spring

9999 4000 4000 4000 2000 3000 9999 9999 4000 4000 8000

Table 6.4: Input resistances for calculation of external leaf resisga(Wesely,1989) : (1)urban land, (2)agri-
cultural land, (3)range land, (4)deciduous forest, (5)ewaus forest, (6)mixed forest including wetland,
(7)water, (8)barren land, mostly desert, (9)nonforestexllamd, (10)mixed agricultural and range land,
(11)rocky-open areas with low-growing shrubs

* Rain:
Re:ctOzone = (1/(3Rext) + 1/1000)_1

e Dew:
Re:ctOzone = (1/(3Rext) + 1/3000)_1

To apply the same comput for each species we approximatesi aawet soil these formulas by using
Rert0z0ne @S 3000 s/m .

These formulas should be corrected when surface temperdagareases below %@ by adding the value
1000 exp(—T — 4), in order to take into acccount the lesser uptake by surfates cold.

In-canopy transport R,

Deposition to soils under vegetation can be relatively irtgod. Meyers and BaldoccHil988] found that
20% - 30% of SQ was deposited in summer to the soil under a deciduous forégs. transport is due to
large-scale intermittent eddies through the vegetatidre dorresponding resistance has been parametrized
by Erisman and BaldoccHil994] using data o¥anPul and JacobgL994] as :

_ bLAIh

u*

Rinc

b is an empirical constant estimated at 44 '. LAI = LAI_patch is the leaf area index given by
patches computed in the GROUNBARAMN files andh is the vegetation height which can be calculated
as four times the vegetation roughness length (formuldarfdo and YamazawA986], assuming a dense
vegetation canopy with similar height).
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Soil resitances for surfaces with no vegetation and those der vegetation

Table 6.5 presents a review of soil resistances fos 8@l G; for clay, sand, snow and it is completed with
table 6.6, Wesely value for all other vegetation types, tewd rock.
For other gases, the resistance can be computed followegsgely1989] :

H* N fo
10° Reoitso,  Rsoilos

Rsoilw = ( )_ !

According to the same author, this formula should be coeekgthen surface temperature decreases below
-2°C by adding the value :
Rsoilw - Rsoim + 1000 exp(—T - 4)

For no vegetation cover soil surface composition (sand;)dtaconsidered. If it is covered by snow, this
formlation will be update by using table 6.5.

H* Jo 1

R an - +

sandz = ( 105 Rsandso,  Rsandos )
H* Jfo (1
R =
clayz (105Rclay5'02 + RclayOg)

H* _

Rspows = ( + fo ) '

105R5n0w302 Rsnowa
In this contextR,,, . for bare ground (no veg.) without snow is the weighted avem@g?,,, 4, and Rqy.

as:
Asand Qclay \—1
Rno.x = ( )
Rsand:c Rclay:c

with

asand - Percentage of sand in the ground

alqy - Percentage of clay in the ground

For all the other type of soll, resistance is calculated vathie 6.6 as :

Hr Jo

Rrock:c - ( 105Rrock5'02 - RrockOg )71
H*
Rtownx - ( 105 Rtown502 * Rto{ubnOg )_1
*
Reze = ( 10553502 RZ;OOg )_1
*
Bt = (75 54502 " RCJ;OOg "
H*
Birees = | 10° Rireeso, " RtiOeOg "
H*
Rgrassa: a ( 10° RgrassSOg * RgriZsOg )71
Rirra = 10° grrSOQ " Rz‘{f«)og "
Rpark:c = ( H* fO )71

105 RparkSOg RparkOg
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Type of soil  SQ O3

snow 540 at T<-1°C 2000
702-T)at-1<T< 1

sand 1000 200

clay 1000 100

Table 6.5: Soil resistance

MNH cover type

c3 c4 tree grass no rock snow/ice irr park town
Soil resistance for SO

150 150 500 350 1000 400 nodata O 100 400
Soil resistance for @

150 150 200 200 400 200 nodata 1000 700 300

Table 6.6: Soil resistance for MNH-C decomposition from Wesely talgjegsi constant during the year).
Values for “snow/ice” and “no” (no veg.) are not used seeddbb.

Surfaces resistances for sea and water

For deposition over water surface bodies, the surfaceteesis can be calculated from the expression rec-
ommended by Sehmel (1980) that incorporates wind speedrahdidwater partitioning coefficient, rather
than from Wesely’s tabulated values for water bodies. Tinase resistance over water is:

2,54.10~%
Ryatere = m = Rcyaters
water Usx
2,54.10~%
Rsear = m = Resean
seaUx

6.3.2 Dry deposition velocity formulation
Artificial land resistance

RglObaltown = Ratown _|_ Rth’LUTL + Rctown

Sea and water resistance

Rglobalwater — Rawater 4 waater 4 Rcwater

Rglobalsed — Rasea + Rbsea + RCSEQ

Nature final resistance

Rglobal™re — nzgt:yp ( . i >_1
—1 Ra]patch _|_ ijpatch _|_ Rci
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with
7 N F(@) = Jpaten like i € [1, nvegtype], f(i) = jpaten € [1, npatch < nvegtype]
andq; fraction of cover type (9 types)

Dry deposition velocity

Final dry deposition formulation:

Quater Aseq Qtownmax Anature

Rglobal®ater * Rglobalse® ~ Rglobalt*¥™ * Rglobalmture

Vdrydeposition =

where

Qwater . fraction of water

Cseq . fraction of sea
Qrownmaz - fraction of town increased
Cseq . fraction of nature

Fraction of town has to be increased in order to take accduhemon negligible dry deposition on vertical
surfaces in artificial area. The increase is done as follows :

Ottownmaz = Ctown (1 + 24 anyq) with :

otown horizontal fraction of town

H building height

L building caracteristic width

aypq fraction of buildings in artificial areas (only)

f 1
¥

cr'tl:l"-’:"'.t'l.

1

Upa

Figure 6.6:town parameters in MNH (modgdr_field) to increase fraction of town

6.4 Dry deposition of aerosols

Brownian diffusivity and sedimentation velocity

Dry deposition and sedimentation of aerosols are drivernbyBrownian diffusivity:

kT
Dy=|—— 14
p (67Tme',«’l”p> CC (6 )
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and by the gravitational velocity:

29 ( Ppi\ 2
Vo= (G0 (222) 2) 619

wherek is the Bolzmann constanf; the ambient temperature, the air kinematic velocityp,;- the air
density, g the gravitational acceleratiop,, ; the aerosol density of modg andC, = 1 + 1.246% the

gliding coefficient. These expressions need to be averagdhed:* moment and modeas:

1

X =
My, ;

/7 Xrl;ni(ln rp)d(Inry) (6.16)
where X represents eitheb,, or v,. After integration, we obtain for Brownian diffusivity:

. . -2k +1 —4k +4
Dy, =Dy, . [exp (TJr In? agy,») + 1.246 K ng exp (TJr In? agyi)] (6.17)

with Dy, = (5l )

67”/paing,i
and for gravitational velocity:

+4

; ; 4k 2k +4
Vp, =V, [exp ( In? agyi> + 1.246 K'ng exp ( ;_ In? 0'9,2‘):| (6.18)

; 7 _ [ 29Ppi p2
with Vgpw. - (gypair ngi)

Dry deposition

According toSeinfeld and PandifL997] and using the resistance concepMgdsely[1989], aerosol dry
deposition velocity for thé** moment and modeis:

Oay, ; = (Ta + Tay,, + Taf‘dk,iVAgpkﬁi)_l + VAgpkﬂ. (6.19)

where surface resistanég, , is given by

*

N 2 -1
Py, = (56273/3 n 1073/Stk,i) (1 + 0.24%) u*] (6.20)

Schmidt and Stokes number are respectively equakio = v/D,, . andSty,; = (u?/gv)i,, ,. One can
observe that the friction velocity, and the convective velocity, depend on meteorological and surface
conditions.

6.5 Biogenic VOC fluxes

Biogenic fluxes are parameterize on-line in the surfex cdete.a model grid-cell, biogenic fluxes of iso-
prene and monoterpenes are calculated according to ttecalb&uenthers approacenther et al[1994,
1995]), using the general formulation :

Fe" =" v, X.EP, , X.ECF,,, (6.21)
N

Where Fxcell (in g.m-2.h-1) is the grid-cell averaged bigigefluxes in which x refers either to isoprene
or monoterpenesy, represents the surface fractions occupied by N sub-gridtiegniecosystems (forests,
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shrublands, crops, etc). The related emission potenfidl, ,,, (in ug.m—2.h~1), accounts for the emis-
sion capacity of the underlying nth ecosystem under fixeghatiic conditions. According to Guenthers
approach, EPiso is standardized to a surface vegetatiopetamure Ts of 303 K and a photosynthetically
active radiation (par) of 1000E.m~2.s~!, whereas EPmono is generally standardized only for Ts =303 K
The temporal evolution of fluxes is given by environmentalrection factors ECFx,n calculated from the
canopy micro-climates of the N underlying ecosystems. Tdnsiulation assumes a simple homogeneous
vertical leaf distribution in ecosystem canopies. OvemEea emission potential have been pre calculated
by GIS treatment of land use data base (Corine Land Covegstf@omposition data for the main tree
species (Inventaire forestier national) and species émnigactors collected in the literature. The resulting
emission potential maps are given at a resolution of 2km amthan interpolated on the MNH grid (during
the prepPGD). The environmental correction factor, whicboaints for radiation and vegetation tempera-
ture variation effects on emissions is calculated usingstiveace energy budget (calculated by ISBA) and a
simple in canopy radiation transfer scheme (similar as IS®) for each of the ecosystem (Forest, shrub-
lands, etc) contained in the model grid cells (cf PATCH applty. More details on the method can be found
in Solmon et al[2004].
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Chapter 8

Introduction

Ecoclimap is a global database of land surface parametdrsiak resolution. It is intented to be used to
initialize the soil-vegetation-atmosphere transfer sehe (SVATS) in meteorological and climate models.
A first version was developed in 200B1&asson et al[2003]). A second version was developed in 2008 on
Europe and is implemented into Surfex. Ecoclimap is designesatisfy both the Surfex "tile” approach:
each grid box is made of four adjacent surfaces for natureljNdrban areas (TWN), sea or ocean (SEA)
and lake (WAT), and the Isba "vegetation types” structuse (&b. 8.1).

ISBA vegetation type (vegtype)| abbreviation
bare soll NO
bare rock ROCK
permanent snow SNOW
deciduous broadleaved TREE
needleleaved CONI
evergreen broadleaved EVER
C3 crops C3

C4 crops c4
irrigated crops IRR
temperate grassland GRAS
tropical grassland TROG
wetlands, parks and gardens | PARK

Table 8.1: The 12 ISBA vegetation types

It consists first of a global land cover map at 1/120°resotutihat is directly read by Surfex. This map
proposes a set of classes (or covers) which represent har@oge ecosystems. Secondly, Surfex interprets
these covers in terms of tiles and vegetation types. Lanfdciparameters (see tab. 8.2 and tab. 8.3 for
the list of parameters) depend on tiles, vegetation typesaancovers for some of them. A mechanism
of aggregation is used to compute the surface parameteesafir grid point, according to the horizontal
resolution, by combining land covers defined over the 4 tded represented by a fraction of the 12
vegetation types (table 8.1) obtained from the 1km resmiuiand cover map.

In the first version of Ecoclimap, two hundred and fifteen gstmms were obtained by combining existing
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land cover and climate maps, in addition to using Advancey Y8gh Resolution Radiometer (AVHRR)
satellite data. Then, all surface parameters were deriveddch of these ecosystems using lookup tables
with the annual cycle of the leaf area index (LAI) being coaisied by the AVHRR information. The
second version uses more recent existing land cover mapsedvier, ecosystems are now built through an
automatic classification process applied on normalizddrifice vegetation index (NDVI) seven-years time
series from SPOT/VEGETATION satellite data, more predsmmtAVHRR. Existing land cover maps give
starting classes which are split in clusters by the clasdifio process. Then, surface parameters are still
derived using lookup tables but the annual cycle of the LAt from MODIS satellite data. It's possible
to run Surfex with LAl values averaged on available yeararttoose one particular year.
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surface parameter abbreviation associated tile
leaf area index LAI nature (monthly)
height of trees HT nature

first soil depth DG1 nature

root depth ROOT.DEPTH/DG2 nature

total soil depth GROUNDDEPTH/DG3| nature

town roughness length Z0_TOWN town

albedo of roofs, ALB _ROOF, town

roads, ALB_ROAD,

walls ALB _WALL

emissivity of roofs, EMIS_ROOF, town

roads, EMIS_ROAD,

walls EMIS_WALL

heat capacity of roofs, HC_ROOF*3, town

roads, HC_ROAD*3,

walls (*3 layers) HC_WALL*3

thermal conductivity of roofs, TC_ROOF*3, town

roads, TC_ROAD*3,

walls (*3 layers) TC_WALL*3

width of roofs, D_ROOF*3, town

roads, D_ROAD*3,

walls (*3 layers) D_WALL*3

buildings height BLD_HEIGHT town

building shape WALL O HOR town

building fraction BLD town

canyons shape CAN_HW_RATIO town
anthropogenic sensible heat fluxes town

due to traffic, H_TRAFIC,

due to factory H_INDUSTRY

anthropogenic latent heat fluxes town

due to traffic, LE_TRAFIC,

due to factory LE_INDUSTRY

seeding date SEED nature
reaping date REAP nature

water supply quantity WATSUP nature

flag for irrigation IRRIG nature
vegetation fraction VEG nature (monthly)
dynamical vegetation Z0 nature (monthly)
roughness length

emissivity EMIS nature (monthly)
ratio of zO for momentum and heatZ0_O_Z0H nature

Table 8.2: Surface parameters given by Ecoclimap (1/2)
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surface parameter abbreviation associated tile
near infrared albedo ALBNIR _VEG nature

visible albedo ALBVIS VEG nature

UV albedo ALBUV VEG nature
minimum stomatal resistance RSMIN nature
coefficient for the calculation GAMMA nature

of the surface stomatal resistance

coefficient for maximum water interception WRMAX _CF nature
storage on capacity on the vegetation

maximum solar radiation usable in photosynthesRGL nature
vegetation thermal intertia coefficient CVv nature
mesophyll conductance GMES, GMESST nature (AGS)
ecosystem respiration parameter RE25 nature (AGS)
cuticular conductance GC, GCST nature (AGS)
critical normalized soil water F2I nature (AGS)

content for stress parameterisation

ratio d(biomass)/d(LAl)

BSLAI, BSLAI_ST

nature (AGS)

maximum air saturation deficit
tolerated by vegetation

DMAX, DMAX _ST

nature (AGS)

vegetation response type to water
stress (true: defensive false: offensive)

STRESS

nature (AGS)

e-folding time for senescence

SEFOLD, SEFOLDST

nature (AGS)

minimum LAl

LAIMIN

nature (AGS)

leaf area ratio sensitivity CE.NITRO nature (AGS)
to nitrogen concentration

lethal minimum value of CF.NITRO nature (AGS)
leaf area ratio

nitrogen concentration CNA_NITRO nature (AGS)

of active biomass

root extinction ROOTEXTINCTION | nature
ponderation coefficient between ROOT_LIN nature
root fractions formulations

coefficient for SO2 deposition SOILRCS0O2 nature
coefficient for O3 deposition SOILRCO3 nature
cumulative root fraction CUM_ROOTFRAC nature
biomass/LAI ratio from nitrogen BSL_INIT _NITRO nature

declin theory

Table 8.3: Surface parameters given by Ecoclimap (2/2)
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Chapter 9

Ecoclimap characteristics

9.1 Surface parameters definition

Parameters listed in tab. 8.2 and 8.3 are initialized:

» by cover and vegetation types for LAI, HT, DG (3 layers), SEREAP, WATSUP, IRRIG. Indeed,
these parameters are not only a feature of a given vegetgperbut also of regional considerations;

* by vegetation type for other natural parameters. Theytars viewed as depending on the vegetation
type only and not on the location;

* by cover for town parameters: the "town” tile is not subded in types like the "nature” tile.

Some of the natural parameters receive immediate valueseab@thers are calculated from some of the
former. Tab. 9.1 and tab. 9.2 give modes of obtaining of tharahparameters (lines), by vegetation type
(columns). Report to tab. 8.1 to get the meaning of abbrieviatof parameters names.

Tab 9.3 delivers values for urban parameters, by type oéclagoes of Ecoclimap urban classes come from
the Corine Land Cover (CLC) classification that is considenethe two versions of Ecoclimap (see tab. 9.4
for the correspondence).

All these values and formulas date from Ecoclimap-l and cémme previous studies. Part of them are

mentionned and detailed Masson et al[2003], other can be found in literature.

9.2 Aggregation method

The aggregation of parameters assumes two aspects:
» the aggregation in "patchs” of several vegetation types;
* the geographic aggregation linked to the spatial resmuti

Indeed, the Surfex user can choose to work with a number oflRpatchs of vegetation types. Tab. 9.5
gives the combinations of vegetation types according tadtened number of patches: numbers associ-
ated to vegetation types (columns) correspond to patchiichvthey are attached, depending on the total
number of patches (lines and left column). The Surfex ussr ehooses his own spatial resolution whose
maximum is this of Ecoclimap: 1/120°. When the chosen rdi&wius coarser, parameters by grid point
take aggregated values from the 1-km ones.
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The common method for these two kinds of aggregation is ndiagar, apart from the fact that some par-
ticular averages are applied to several parameters (set@ldor more details) : contributions of every

vegetation type to each gridpoint and each patch are welgintd added, next the total value in one point
and one patch is brought back to the total number of contdbst that is the total weight, providing the

wanted average value of the parameter. As seen in tab. 1@ights vary with parameters, depending on
the surface on which they make sense.

9.3 Writing of parameters in a latex file

Distribution of classes among tiles and vegetation typlss, \@lues of surface parameters are described in
a tex file calledclasscoverdata.tex It can be compiled to get a ps or pdf file that recapitulatéshake
values in different arrays.
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parameter NO ROCK SNOW | TREE CONI EVER
LAI from satellite data by cover and vegetation type

HT by cover and vegetation type

DG1 by cover and vegetation type

DG2 by cover and vegetation type

DG3 by cover and vegetation type

SEED by cover and vegetation type

REAP by cover and vegetation type

WATSUP by cover and vegetation type

IRRIG by cover and vegetation type

VEG 0. 0.95 \ 0.95 0.99
GREEN 0. MIN(1 — e 05*LAL 0.95) | 0.99
20 01 |1 0.01 | HT | HT HT
EMIS VEG*097+ (1-VEG)*0.94 | 1. VEG*097+ (1 - VEG)*0.94
Z0_O_ZOH 10.

ALBNIR_VEG 0.3 0.3 0.3 0.25 0.15 0.21
ALBVIS _VEG 0.1 0.1 0.1 0.05 0.05 0.05
ALBUV _VEG 0.06 0.06 0.06 0.525 0.0425 0.038
RSMIN 40. 40. 40. 150. 150. 250.
GAMMA 0. 0. 0. 0.04 0.04 0.04
WRMAXCF 0.2 0.2 0.2 0.1 0.1 0.1
RGL 100. 100. 100. 30. 30. 30.
CVv 2E75 | 2E75 2675 | 1E7S 1E—° 1E—°
GMES 0.02 0.02 0.02 0.001 0.001 0.001
GMESST 0.003 | 0.003 0.003 | 0.003 0.002 0.002
RE25 3E~7 | 3BT 37 | 3BT BT 3BT
GC 0.00025| 0.00025 0.00025| 0.00015 0. 0.00015
GC.ST 0.00015| 0.00015 0.00015| 0.00015 0. 0.00015
F2I 0.3 0.3 0.3 0.3 0.3 0.3
BSLAI 0.36 0.36 0.36 0.25 0.25 0.25
BSLAI_ST 0.08 0.08 0.08 0.125 0.50 0.25
DMAX 0.1 0.1 0.1 0.1 0.1 0.1
DMAX _ST 0.05 0.05 0.05 0.109 0.124 0.124
STRESS 1. 1. 1. 0. 1. 0.
SEFOLD 90.*XDAY 365.*XDAY
SEFOLDST 150.*XDAY 230*XDAY 365.*XDAY
LAIMIN 0.3 0.3 0.3 0.3 1. 1.
CENITRO 7.68 7.68 7.68 4.83 4.85 4.83
CF.NITRO -4.33 -4.33 -4.33 2.53 -0.24 2.53
CNA_NITRO 1.3 1.3 1.3 2. 2.8 2.5
ROOTEXTINCTION | 0.961 | 0.961 0.961 | 0.966 0.943 0.962
ROOT.LIN 0.05 0.05 0.05 0.05 0.05 0.05
SOILRCSO2 1000. 400. 100. 500. 500. 200.
SOILRC O3 400. 200. 3500. 200. 200. 500.
CUM_ROOT.FRAC ROOT_LIN  MIN(£%,1.) + (1 — ROOT_LIN) » S=HO0TEX L
BSL_INIT _NITRO SURFE Y 5 MEL G- 900d-NITRO + CF_NITRO)

Table 9.1: Lookup tables for Ecoclimap natural parametgrsjegetation type (1/2)
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parameter C3 c4 IRR GRAS | TROG | PARK
LAI from satellite data by cover and vegetation type

HT by cover and vegetation type

DG1 by cover and vegetation type

DG2 by cover and vegetation type

DG3 by cover and vegetation type

SEED by cover and vegetation type

REAP by cover and vegetation type

WATSUP by cover and vegetation type

IRRIG by cover and vegetation type

VEG 1 — g 00:LAI 095 [095 [0.95
GREEN 1 — e 06+LAI MIN(1 — e~ 06+LAT (), 95)
Z0 MIN (L., etFAT=33)/13) | NN (2.5, e(LAT=3-5)/13) LAI/6

EMIS VEG %0.97 + (1 — VEG) % 0.94

Z0_O_ZOH 10.

ALBNIR_VEG 0.3 0.3 0.3 0.3 0.3 0.3
ALBVIS _VEG 0.1 0.1 0.1 0.1 0.1 0.1
ALBUV _VEG 0.06 0.06 0.045 0.08 0.125 | 0.045
RSMIN 40. 120. 40. 40. 120. 40.
GAMMA 0. 0. 0. 0. 0. 0.
WRMAXCF 0.2 0.2 0.2 0.2 0.2 0.2
RGL 100. 100. 100. 100. 100. 100.
CVv 2E° 2E75 | 2E75 2E75 | 2E75 | 2E7°
GMES 0.003 0.003 | 0.003 0.02 0.02 0.02
GMESST 0.001 0.009 | 0.009 0.001 | 0.006 | 0.006
RE25 3BT 25677 | 3BT 3B~ | 3BT | 3ET
GC 0.00025 0.00025| 0.00025 0.00025| 0.00025| 0.00025
GC.ST 0.00025 0.00015| 0.00015 0.00025| 0.00015| 0.00025
F2I 0.3 0.3 0.3 0.3 0.3 0.3
BSLAI 0.06 0.06 0.06 0.36 0.36 0.36
BSLAI_ST 0.06 0.06 0.06 0.08 0.08 0.08
DMAX 0.1 0.1 0.1 0.1 0.1 0.1
DMAX ST 0.05 0.033 | 0.033 0.05 0.052 0.05
STRESS 1. 0. 1. 0. 0. 0.
SEFOLD 60.*XDAY 90.*XDAY
SEFOLDST 150.*XDAY

LAIMIN 0.3 0.3 0.3 0.3 0.3 0.3
CENITRO 3.79 7.68 7.68 5.56 7.68 5.56
CF.NITRO 90.84 -4.33 -4.33 6.73 -4.33 6.73
CNA_NITRO 1.3 1.9 1.9 1.3 1.3 1.3
ROOTEXTINCTION | 0.961 0.972 0.961 0.943 | 0.972 0.943
ROOT.LIN 0.05 0.05 0.05 0.05 0.5 0.5
SOILRCSO2 150. 150. 0.001 350. 350. 100.
SOILRC O3 150. 150. 1000. 200. 200. 700.

CUM_ROOT.FRAC

ROOT_LIN x« MIN(5%,1.) + (1 — ROOT_LIN) =

(1I—_ROOT_EXT.)

G*100.

(1_ROOT_EXT.)DG2+100.

BSL_INIT_NITRO

SURREX i5 VELRGTGA04-NITRO + CF_NITRO)

Table 9.2: Lookup tables for Ecoclimap natural parametgrsjegetation type (2/2)
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parameter 151 152 | 155 | 156 | 157 | 158 | 159 | 160 | 161
ALB_ROOF 0.15

ALB_ROAD 0.25

ALB WALL 0.08

EMIS_ROOF 0.90

EMIS_.ROAD 0.94

EMIS_WALL 0.85

HC_ROOF(1) 2.11E6

HC_ROOF(2) 0.28 6

HC_ROOF(3) 0.29E6

HC_ROAD(1) 1.94E5

HC_ROAD(2) 1.28E5

HC_ROAD(3) 1.28E6

HC_WALL(1) 1.55E6

HC_WALL(2) 1.55E6

HC_WALL(3) 0.29E°

TC_ROOF(1) 1.51

TC_ROOF(2) 0.08

TC_ROOF(3) 0.05

TC_ROAD(1) 0.7454

TC_ROAD(2) 0.2513

TC_ROAD(3) 0.2513

TC_WALL(1) 0.9338

TC_WALL(2) 0.9338

TC_WALL(3) 0.05

D_ROOF(1) 0.05

D_ROOF(2) 0.4

D_ROOF(3) 0.1

D_ROAD(1) 0.05

D_ROAD(2) 0.1

D_ROAD(3) 1.

D_WALL(1) 0.02

D_WALL(2) 0.125

D_WALL(3) 0.05

ZO_.TOWN 3. |1 |2 |05|2 |0.01/01]05]1
BLD_HEIGHT  [30. | 10. [20. 5. |20. |10. |5 |5. |10.
WALL OHOR |1. (05|05 |05 (1 |05 |05 |05 |1
BLD 05(05|05 (01|05 |01 |[01[01]|05
CAN_HW_RATIO 0.5 x WALLOHOR

H_TRAFIC 20 |10. | 10. | 30. [ 10. [10. | 0. |O. |O.
H_INDUSTRY 10. | 5. [20.]0. |20.|0. [O. [O. |O.
LE_TRAFIC 0. |0. |O0. |O. [0. |0O. |0 [O. |oO.
LEJINDUSTRY |[0. |O0. (0. [O0. [0. |[O0. [O. |O. |[O.

Table 9.3: Lookup tables for Ecoclimap urban parametergdver
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cover name cover(s) number(s)
dense urban 151

suburban 152,153,154,7
industries and commercial areas 155

road and rail networks 156

port facilities 157

airport 158

mineral extraction and construction site459

urban parks 160

sport facilities 161

Table 9.4: Ecoclimap covers numbers for urban classes

patchs | NO | ROCK | SNOW | TREE | CONI | EVER | C3 | C4 | IRR | GRAS | TROG | PARK
1 1 1 1 1 1 1 1 |1 |1 1 1 1
2 1 1 1 2 2 2 1 |1 |1 1 1 1
3 1 1 1 2 2 2 3 |3 |3 3 3 3
4 1 1 1 2 2 2 3 |3 |3 4 4 4
5 1 1 1 2 2 2 3 |3 |4 5 5 4
6 1 1 1 2 2 2 3 |3 |4 5 5 6
7 1 1 2 3 3 3 4 |4 |5 6 6 7
8 1 1 2 3 3 3 4 |5 |6 7 7 8
9 1 1 2 3 4 3 5 |6 |7 8 8 9
10 1 1 2 3 4 5 6 |7 |8 9 9 10
11 1 2 3 4 5 6 7 18 |9 10 10 11
12 1 2 3 4 5 6 7 |8 |9 10 11 12

Table 9.5: Combinations of vegetation types according éa¢ained number of patchs in Surfex

averaging type | name added element averaging affected parameters
ARI arithmetic | X ¥/T every but...
INV inverse 1./X r/s RSMIN, CV, HC.ROOF,
HC_ROAD, HC WALL
CDN inverse of | 1./LN(DZ/X)? DZxe VI/* | 70, Z0.TOWN
square with DZ height of the
logarithm | first model mass level if
available and 20m otherwise
MAJ dominant | no addition: the most none SEED, REAP
date frequently occurrent
date is selected

Table 9.6: Averaging types and associated parameters idiBE@p. X is a single value of the parameter to
average;. represents the total of the added weighted eleméntepresents the total weight of the added
weighted elements.
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* (1.-fraction of building BLD)

type of weight | name value associated parameters
ALL all 1. fractions of tiles
NAT, TWN,SEA ,WAT
NAT nature fraction of tile "nature” fractions of vegtypes,
(* fraction of added vegtype) VEG, Z0, Z0O_Z0H, EMIS,
DG, CUM_ROOT.FRAC, RE25
TRE tree fraction of tile "nature” HT, DMAX_ST, DMAX
* (either) fraction of vegtype TREE
*(or) fraction of vegtype CONI
*(or) fraction of vegtype EVER
(non-zero only for trees vegtypes)
LAI LAl fraction of tile "nature” RSMIN
* fraction of added vegtype
* associated LAl value
VEG fraction of | fraction of tile "nature” all remaining
vegetation| * fraction of added vegtype natural parameters
* associated VEG value
TWN town fraction of tile "town” every town parameter but...
BLD building fraction of tile "town” ALB _ROOF, EMISROOF, HCROOF,
* fraction of building BLD TC_ROOF, DROOF, ALBWALL,
EMIS.WALL, HC _WALL, TC _WALL,
D_WALL, WALL .O_HOR
STR street fraction of tile "town” ALB_ROAD, EMIS.ROAD,

HC_ROAD, TC_ROAD,
D_ROAD

Table 9.7: Weighting functions and associated parameteiscoclimap. Parenthesis indications in the
"value” column refer to what happens in case of calculatiefiregtd by patch, ie for all natural parameters

but neither for the fractions of tiles and vegetation typesfor the town parameters.
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Chapter 10

Ecoclimap-Il realization

Ecoclimap-Il has been developed on a European field. Itsdiare 11W and 62E in longitude and 25N and
75N in latitude.

10.1 The Ecoclimap-Il map

10.1.1 The initial map

Existing land cover maps taken into account in this develamnare:
« Global Land Cover 2000 (GLC200%)
« Corine Land Cover 2000 (CLC2000)

GLC2000 was built from daily SPOT/VEGETATION satellite ddbr year 2000 (dataset VEGA2000). The
spatial resolution is 1/112° (corresponding~d.1km) and the projection is latlon. Several regional maps
and a global map of 23 classes exist. The latter global magkentas a basis and classes from available
regional maps are added when relevant.

Then, CLC2000 covers only a part of the domain (politicaldp&) and includes 44 classes. It was realized
by photo-interpretation of SPOT and LANDSAT satellite inreag The projection is Lambert’s azimuthal
equivalent and the resolution is 100m. In order to fit EcoafimCorine data are reprojected and brought
back to the same resolution. In these conditions, the Caleres number attributed to the pixel at 1-km
resolution is this of the most numerous class into the pix&s. decided to introduce majority classes at
more than 70% in the map under construction. It happens &tdt & Corine pixels are kept by this way.
So-obtained Corine pixels have priority on GLC informatioecause their contents is better known and
supposed to characterize more homogeneous ecosystems.

The resulting map comprises classes from several origidspatentially complementary: their headings
and geographic distribution give indications to melt sorh¢hem. After a couple of such combinations,
a 76-covers map (calle@76 from now on) is finally obtained on the considered area. Thigns the
reference used for the further classification processthtls a mix of GLC2000 and CLC2000.

http:/www-gvm.jrc.it/glc2000
Zhttp:/www.ifen.fr, http://www.eea.eu.int
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Figure 10.1: Example of NDVI profiles: rough (dotted), masKdashed), smoothed (solid). (A technical
error led to NDVI values overestimated of 0.09 but it has npaet on classification which is relative).

10.1.2 NDVI satellite data

NDVI is deduced from B2 (red) and B3 (near infrared) satelibrmalized reflectances (ratios of the re-
flected over the incoming radiation in each spectral bandyraling to the formula:

B3 — B2

NDVI = ——— 1

B3 + B2 (1)
This rate usually ranges from 0 to 1. Negative values indithé presence of snow. Works have shown
a correlation between NDVI values and the vegetation plyotbgsis activity. The LAl and NDVI annual
cycles are supposed to be correlated. In Ecoclimap-1, LAfil@s by cover were obtained from NDVI
through the formula:

NDVI(t) — NDV I
*
NDVIyaw — NDV i

LAI(t) = LAILyip + (LAILnge — LAy (2)

LAI,;, and LAI,,., being set from in-situ measurements or empirically follogviiSBA simulations.
Then, LAI profiles by vegetation types (inside covers) arduded from these LAl by cover thanks to
simple rules, mostly by changing extreme values of the cytlé/,,;, and LAI,,,.) depending on the
vegetation height in the formula (2), sometimes looking”fmure” near "mixte” covers and giving "pure”
LAl to vegetation types in mixte covers. Note that for the NRIDCK and SNOW vegetation types LAl

profiles are equal to zero.

In Ecoclimap-Il, NDVI satellite data come from SPOT/VEGHT®NS. They are decadal, at true 1-km

resolution, that is to say that, contrary to AVHRR, one psighal is theorically not contaminated by pixels
around. Data range from 1999, january to 2005, december.

They are delivered with a mask encoded on 8 bits: 2 bits reptdbe situations: clear sky, shadow, uncer-
tain, cloud; 1 bit for snow and ice, 1 bit for the land sea masid the 4 last bits for the quality of the 4

*http://free.vgt.vito.be/, http://www.spot.vegetaticom
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satellite radiometric bands. This mask is applied in ordekeep clear sky pixels for which the quality of
bands B2 (red) and B3 (near infrared) is good. The land/sea/slistinction is set by to the classification.
The plots of NDVI mean profiles for the covers of the C76 mapnstitat data, even if cleared from aber-
rant values by the mask, remain noisy. That's why a smootismgalized at the upper envelope of the
rough curve because highest values are supposed bettersbeatanospheric parameters (clouds, water va-
por, aerosols) are likely to attenuate the signal refleabetthe satellite. Anyway the work on NDVI time
series is relative and the exact NDVI values don’t mattee 3imoothing is based on a 4-degree polynomial.
The figure 10.1 shows effects of the mask and smoothing on gamIDVI signal for a given class. The
distance between the rough and the smoothed curves ivesiatinis mean: the smoothing is done pixel by
pixel, filtering out low values entering the mean in the rocgise.

10.1.3 The automatic classification process

The classification algorithm ik-means It consists in reading the NDVI profiles of all pixels of onass,
then of gathering closest profiles according to the Eudlidistance. Initial center-profiles of clusters are
randomly defined and successive iterations are performadh pixel is linked to the most like-looking
center-profile; centers of clusters are recalculated;|piaee linked to the most like-looking center-profile
again, and so on. It's thus necessary to fix from the begintiiagiumber of wished clusters by class.

A first map is realized by setting high numbers of clusterslagses, then looking at NDVI profiles and ge-
ographic positions of the clusters, and setting new lowenlmers of clusters, until a satisfying classification
is obtained. This first map comprises 464 classes and isidalé4.

However, for practical purposes, this method poses sepesalems:

» When each class of C76 is split into several clusters, tte tmumber of classes increases very fast,
rendering reading, interpretation and processing hard;

* it boils down to consider initial classes as frozen and s&pd each from one another, what can prove
false, notably with various initial maps;

« the continuity of analysis is compromised and the qualftiNDVI as classification criterion is hard
to evaluate. Moreover, numbers of clusters have no optididing arbitrarily posed.

Owing to all these reasons, NDVI is no longer used as a secpotissification criterion: it's admitted that
it can rival the initial C76 classes boundaries. Moreovaed quantities are now taken into account during
the NDVI classification:

« the Euclidian distance between profiles (still);
* the correlation between profiles, focusing on the shapgsdfiles;

« a criterion mixing the two precedent§uclidian distqnce o tjining the shapes of profiles without ne-
correlation
glecting the distance between them.

The principle is to gather profiles using a threshold for ongéhe other of the latter criterions. Other
conditions come then into the picture:

* the size of classes: for example, the threshold is loogesrfwller classes, in order not to encourage
the formation of low pixels number classes;

» the NDVI maximum: as NDVI is the expression of vegetatiotivéty, it's not relevant with low-
vegetated areas, also low NDVI maximum areas;
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* the cover type: water, town and bare soil pixels can’'t bérdisished through the NDVI, they have

to conform the initial nomenclature.

Lastly, comparisons are conducted:

» between profiles of clusters and classes they come frorheitluster is closer to another class than

the one it comes from, it can be linked to the former class;

 families of classes are formed, then splited in a numberudters equal to the number of classes

constituing them, through the automatic classificationus@rs obtained by this totally automatic
means are compared to initial classes, in order to verifyrobeistness of the first method through it
consistency with the second one.

At each step, the geographic position, the contents of esagscording to the initial nomenclature, NDVI
profiles and standard deviations are observed. These aperatlow a better approach of the NDVI time
series, adapting to the different types of covers and emgumore mixing and flexibility than if initial
boudaries between classes were perfectly respected amel stiict k-means method was applied. At this
point, the map under construction comprises 257 classesaatledC257.

10.1.4 To the resulting map

Several means are added to complete the new map realization:

e C257 is compared with the map realized by purely respedfiegclasses boundaries, C464. Ev-

ery class of each map is splited into 5 clusters through thenaatic classification. The distance,
the correlation and the standard deviation between eadhecland its mother-class are calculated.
Maximum, minimum and median of these quantities are conapmeC257 and C464. Results are
equivalent whereas the total numbers of classes cleanybetween the two maps.

C257 is compared to C76. C76 covers are grouped into 14 getyges, close to ISBA vegetation
types. Then, each C257 class is divided in its contributionthe latter 14 types. Associated NDVI
profiles are plotted; geographic distribution of so-ob¢dgiclusters is also examined. These operations
aim at verifying that mixing of initial classes produce cistesnt and acceptable results.

First, given the high resemblance of NDVI profiles of somesséss, pixels from a class corresponding
to a type (among the 14) that is neither its first nor its seqaestailing are moved to a class where
the considered type prevails, provided that the resemblastveen the two classes is sufficient (on
NDVI profiles). The_distance  criterion is used with a threshold: the moving occurs if thigecion

is lower than 1., provided that the correlation is positinel &igher than 0.9. This operation allows to
considerably reduce the distance between C76 and C257ms @ nomenclature. It's also verified
that geographically gathered parts of land are not corttadi. Results are satisfying. Lastly, on a
case by case basis, couple of last reshapings are done. BYen@dh becomes at this poiGR71

(with 271 classes).

NDVI profiles are plotted for only part of the pixels of class They are plotted for french pixels
and on several specialized classes coming from CLC200Cey=ids, orchards, rice fields, olive
groves. The goal is to check that those pixels, often mettdarger classes, haven't a very particular
behaviour that would have been flooded during the classiitatThis process leads to add still 2
classes of vineyards. The final resulting map comprises B&3es and is called273
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Figure 10.2: Ecoclimap-Il C273 map on Europe (one color kgs) (latlon projection)

To conclude, the Ecoclimap-Il map comprises 273 classes flge 10.2 for an illustration). The clas-
sification process combines both an automatic k-meansitdgoon NDVI seven-years time series from
SPOT/VGT and a more or less leaning constraint provided biyigial map built from existing land cover
maps that are CLC2000 and GLC2000. The nomenclature of thgsgarves to contain the automatic clas-
sification and avoid the emergence of incoherent classes.

Note also that the use of seven-years time series data iediaethe inter-annual variability is taken into
account during the classification process.

10.1.5 Short description of covers

To summarize, it can be said that:

» Distribution of forests over the domain is quite linear gmdgressive, either on the geographic or on
the NDVI profiles sides. The evolution follows a north-eassbuth-west axis.

» Crops are very regionalized, in areas with well-markedioes; they doesn’t seem to follow a strictly
natural logic. Indeed, the human intervention plays a rotd¢tese kinds of covers.

« Distribution of shrubs and meadows is intermediate betwesests and crops.

e Concerning bare land, snow, inland water and urban areas|ting classes are very close to those
of the initial map C76. Indeed, the NDVI classification ddesatiow to discriminate such types of
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covers. However, the analysis of NDVI profiles is efficiensgparate pure pixels from mixed ones,
and to classify areas functions of the vegetation part ofehianes. Nevertheless, maintaining such
distinctions generates a very important amount of clasBeat’s why only few of these nuances are
really integrated in C273, much with bare land and snow,gugtle with inland water, not at all with
urban areas. It could be interesting in the future to stuéyréhevance of such distinctions.

Generally, ecosystems are rather homogeneous on large iaréd@& north continental, and very mixed in
the mediterranean perimeter.

For practical purposes, it can be noted that classes areerechfrom 301 to 573; sea and oceans present in
the European domain take the number 1 from Ecoclimap-I.

10.2 Translation of covers in tiles and vegetation types

The next step is to define every new cover as a linear combimafithe 4 tiles (types of surface) and the 12
vegetation types (inside the "nature” tile). The availadbeirces are following:

(&) Nomenclatures at 1-km resolution from CLC2000, GLQ2@&orld, Europe, North Eurasia, Asia,
Africa), Ecoclimap-1, C76 (initial map for the classificati, see 10.1.1);

(a)’ The nomenclature at 100m resolution from CLC2000;

(b) Agricultural statistics from Agreste on France, exgged in hectares, available department by
department, since 1989. They comprise details about thestgpcrops;

(c) a global map about the distribution of C4 vegetationl-degree resolution, provided within the
framework of ISLSCP2 and dating from 2003;

(d) estimates of farm produce by european state, from t@; FA

(e) data on the maize production by european country in 28@&ilable on website Maisadour, in
thousands of hectares.

The method is then the following:

(a) each Ecoclimap-Il cover is broken up among classes $idered other maps. Percentages of
representation of the second in the first are listed and &gedcto the titles of the corresponding
nomenclatures. The total percentage of the Ecoclimapvércim the considered map is indicated (in
the case of Corine and GLC regional tiles, only a part of thmaio is concerned).

(b) For AGRESTE, department by department, quantitieoaddts, meadows, C3 crops, C4 crops,
permanent crops and other types of covers are calculatddesd/are averaged on the 1999-2006 spell
of time. Resulting curves are plotted and overlain with teeogiated Ecoclimap-II curves, functions

of the way of repartition of the covers in the 12 vegetatiqety.

(c) The Ecoclimap-1l C4 map is resampled at 1-degree réisolun order to compare with the
ISLSCP2 map.

(d) (e) The FAO and Maisadour estimates haven't been ggglget.
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If the class is included in the CORINE area at more than 508C®RINE 100-m information is favoured,
instead of 1-km nomenclatures. Amounts of C4, C3, meadowrssfs, permanent crops are calibrated
thanks to the AGRESTE curves, for well-represented clagedsrance. The ISLSCP2 map allows to give
an idea about the C4 distribution outside France. Note tlgaegte provides informations on irrigated
surfaces that haven’t been exploited yet.

10.3 Initialization of LAI profiles and other parameters

In Ecoclimap, as seen in tab. 9.1 and tab. 9.2, several pteesrage initialized at the cover level.

10.3.1 Initialization of heights of trees, ground depths,rrigation and town parameters

First of them, heights of trees are set by using Ecoclimapiies and the compositions of Ecoclimap-II
covers into other nomenclatures (GLC, CLC, Ecoclimap-Hn€erning shrubs classes, a distinction is done
between meadows and low-level trees.

Then, the ground depths are set by using exclusively theltatag-1 information, the only available.

These two last parameters would gain by benefiting from atbarces of information.

Then, the vegetation type "irrigated crops” is arbitradiynsidered as composed of C4 crops only. In Surfex,
the modelling of irrigation passes by four parameters (of 82): SEED, REAP, WATSUP and IRRIG. In
Ecoclimap-I, by default these variables take constantegthat are respectively: 10/05, 01/08, 30 and 1. In
Ecoclimap-Il, these default values are kept and defined @s as the "irrigated crops” fraction is not null.

It would be worth leaning on these values and precise thewrdicg to the classes.

Lastly, town parameters don’t change in Ecoclimap-II: Hicoap urban classes are the same in the two
versions and come directly from the CLC nomenclature.

10.3.2 Initialization of LAI

The LAI (Leaf Area Index) is defined as the ratio of total upleaf (or needle) surface of vegetation divided
by the surface area of the land on which the vegetation grows.effective LAl seen by the satellite is not
the same as the in-situ LAl used by ISBA: the latter is meakorethe whole thickness of the vegetation
whereas the satellite sees only the top of canopy and dethekal by more or less performing algorithms.

It notably often causes saturations for high LAL.

LAI by cover

Two satellite LAl have been examined for Ecoclimap-II: CYGRES (SPOT/VEGETATION) and MODIS.
Algorithms leading from the satellite bands to the LAl arengex. Land cover maps are included, and
the 7 satellite bands (in the case of SPOT) are used. CYCLQRESrange from 2000, January to 2004,
December; MODIS data from 2000, March to 2006, December.oAthie NDVI (see 10.1.2), a smoothing
by pixel at the upper envelop of the LAI profiles is perform@&tiis smoothing is debatable because it makes
average LAl values by class very higher than these of rough LA

MODIS LAI, CYCLOPES LAI and SPOT/VGT NDVI are plotted by caveo as to be compared. The
three products are quite correlated, but MODIS LAI valueslt® be higher on forests. Given that MODIS
LAI time series are longer and that higher values on fores¢srsmore realistic, MODIS LAl are kept for
Ecoclimap-Il. Nonetheless, preconceptions relative éositmoothing could lead in the future to review this
LAI and its range of values in particular, all the more beeatests of smoothing with varying parameters
give clearly different results.
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Moreover, there is a mask with MODIS data that distinguisheisclassed data, built areas, wetlands and
marshes, permanent snow, ice and tundra, bare soil or spegs¢ation areas, inland water, missing data.
These masked values can be interpolated in the time sexiaded or replaced by zero during the smooth-
ing. It happens that missing data are very numerous at th@ebd00 and 2001, particularly for northern
and continental classes. That's why, finally, LAl times sgrare kept only from 2002, January, in order not
to damage average on all years. It appears necessary togephksked values because of snow, bare soil or
water by zero, since LAI are otherwise not realistic (whateen during the disaggregation coming next).
On the contrary, missing and not classed values are ingggablin the limit of 4 successive decades, but
those which are not interpolated are ignored during theutation of means by cover (acceptable insofar as
they are not predominant).

Disaggregation of LAl by vegtype inside covers

fraction of vegetation type

vegtype | 90-100%| 80-90% | 70-80% | 60-70% | 50-60% | 40-50% | 30-40% | 20-30% | 10-20% | 0-10%
CONI 0 6 3 1 3 2 4 4 13 65
TREE |0 2 0 0 1 2 3 6 26 60
EVER | O 0 0 0 0 0 0 0 0 0
GRAS |0 1 4 2 7 10 14 16 17 29
TROG | 0 0 0 0 0 0 0 0 0 100
PARK | 9 2 0 0 2 0 2 0 3 83
C3 0 1 5 9 9 5 9 5 13 45
C4 0 0 1 1 0 1 0 0 2 95
IRR 0 3 5 3 0 2 3 2 2 81
SNOW | 50 0 0 0 0 0 0 0 0 50
NO 3 2 3 4 6 8 6 11 22 35
ROCK | 2 0 0 0 0 0 1 5 7 85
total 1 2 3 2 4 4 6 7 15 57

Table 10.1: Percentages of classes (calculated functicthe dotal numbers of classes by vegetation type)
concerned by the fraction (columns) of each of the 12 veigetéypes (lines)

nb of vegtypes or tiles n

1 |2 |3 |4 |5 |6 |7

nb of classes (vegtypes

13 |6 | 19|44 45|72 | 44

23

nb de classes (tiles)

126194 53|10 |/ |/ |/

Table 10.2: Number of classes comprising n vegetation tygesond line) or n tiles (third line)

Remains to determine LAI by vegtype inside covers from LAldoyer. Given the complexity of classes
in terms of vegetation types composition (see tab. 10.1 abd 10.2), an automatic LAl disaggregation
technique is welcome. The principle of the applied methdtiesfollowing:

» LAI 5-years profiles by cover are averaged in order to obth@gannual mean cycles.

* LAI from vegetation types NO, ROCK and SNOW are supposetland constant.
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* In each class, the main vegetation type is put apart. Fdr efihe minority vegetation types, the LAI
profile the closest according to t@% criterion is searched, provided that it corresponds to a

class where this vegetation type is majority.

» The profile found is taken from the profile of the initial ctasveighted by its representation fraction
into the class.

» One all minority vegetation types of the classes are thosgssed, residual profiles of classes are
obtained. Divided by the inverse of the fraction of the midjovegetation type, they are admitted to
represent the pure majority profiles, in the classes.

» The whole operation is repeated, replacing initial clagsefiles by the previously obtained pure
profiles.

» A new set of pure profiles results, for majority vegetatigpds of classes. Plotting shows that the
three profiles, initial (mixte), pure (first extimate), puieecond estimate) differ not much from one
another.

 Lastly, 5-years LAl profiles are built by propagating thecebetween years and the average on the
obtained pure profiles.

This method presents two problems:

» The seeking of approached classes only relies on profildsnah on the geographic localisation.
Associations of classes coming from totally different cileareas are so expectable.

» The technique of subtracting the secondary profiles to cietlue main profile might produce negative
LAI.

The first problem is corrected by introducing two climate mépirs on Europe, Koeppe et de Lond on the
rest of the world). In the algorithm above, climate proxiynig now favoured with the seeking beginning
in the most represented climate area, next the second, é&.sdcond problem is solved by excluding a
profile if its subtraction give negative values of LAI. If naigable profile is found, this which gives the less
negative values is linearly transformed in order to keepesijust over zero.

This method presents the advantages that it relies only @& profiles of covers, and doesn't create
theoritical profiles. It's fast and supple (the longer stefd verify the spatial coherence of the origins
of majority and minority profiles) and can be reprocessedasecof modifications of the distribution of

classes among the 12 vegetation types. It ensures to dyveesietation types profiles inside covers and
guarantees the exact reconstitution of LAI covers profileewever, it should be evaluated if the initial

approximation between the cover profile and the main veigetaype profile doesn’t produce too much

bias in the definition of supposed pure profiles. But befor&DIS LAl also need to be validated.

10.4 Study of the discontinuity at the limits of the domain

For practical purposes, if the work area overflows the Eaogp-Il domain, C273 is completed at its edges
by Ecoclimap-I. First, north and major part of west of the édm there is nearly only sea and ocean (apart
from in New-Zemble, but the snow class Ecoclimap-Il congimthere in the snow class Ecoclimap-1). South
and a little west, the boundary is located in the Sahara tdsecept from a possible discontinuity between
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bare rock and bare soil, and between very sparse vegetadetbaart areas, the impact is so minor. Remains
the East to study: from northern Russian tundra to Centrad deserts, by Russian forests, it's about quite
homogeneous areas organized with latitude, what alrealliyttie discontinuity.

Classes, LAI by class and by vegetation type and vegetajisestfractions on both sides are compared.
Ecoclimap-II classes generally continue in Ecoclimapalssks. LAl and fractions are often different, but
these discrepancies are rarely enormous.

It's so chosen to begin tests with the straight discontynulthen, if the delimitation is too obvious, it will
be possible to contemplate a version with a smoothed (biiteat) delimitation.
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Validation elements for Ecoclimap-II

Validation aspects relate to three fields:

» Ecoclimap-Il new map has already been quite examined guhie processing, through comparisons
with other existing land cover maps (GLC, CLC, Ecoclimapsee 10.1.3 and 10.1.4). Other tests
could be performed, for example a comparison with GlobCaweitobal land cover map for the year
2005-2006 using ENVISAT MERIS fine resolution (300m) datyeloped by ESA (European Spatial
Agency) and distributed by Medias-France.

» Vegetation types fractions have been set in the light oftérg land cover map nomenclatures. Other
comparisons have been realized with AGRESTE and ISLSCPitwate values, but also a posteriori
with Formosat on a square of 60km at the south-west of Toeldasince. Formosat describes the land
cover, year by year, on this area; the resolution is 20m. Tifsp is produced by the CESBYOThis
last comparison gives encouraging results but also retealdifficulty of different sources to agree:
sources are sometimes contradictory, their charastenidglee geographic precision vary and are not
necessarily easy to compare. However, the progressivef usere recent sources should allow to still
refine this definition. Concerning specialized vegetatigres thar are C4 crops, tropical grassland,
irrigated crops, a lack of homogeneity inside the coversdwallow to get precise fractions. It could
be interesting to make a potential new map with covers byilintroducing entering informations
about such characteristics.

« Difficulties have been met to validate other parametetlired at the cover level: heights of trees,
ground depths, LAI profiles and irrigation parameters. Bajecomplete and reliable sources aren’t
available. A prospect for the following is thus to find meahsalidating these quantites. Note again
that the organization by covers yields a constraint (eglgdior irrigation) whose reliance could also
be interrogated in the light of such new validating data.

Centre d’Etudes Spatiales de la BlOsphere (spatial stutlyedfiosphere center)
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Conclusion

Ecoclimap-Il keeps the same general structure as Ecodlirbapseveral points have changed:

» The new covers relie on a k-means automatic classificatioogss and on recent existing land cover
maps (GLC2000, CLC2000);

» The vegetation types fractions and other cover-basedpeas are consequently re-initialized, with
help from several information sources (AGRESTE, ISLSCRR2dIcover maps nomenclatures);

» The LAl profiles by cover come from MODIS satellite data,\tlae smoothed pixel by pixel;

» The LAI profiles by vegetation type inside covers are biifough an original automatic disaggrega-
tion process in which only LAI profiles by cover step in;

» LAI profiles are available for the average of 5 years (20026) or for each of these years.

Except from these discrepancies, other surface paramaterstill likewise obtained. The geographic and

by patch aggregation also remains. Several comparisomsottier products have already been done but
Ecoclimap-Il now needs to be used in order to better quatifprovements and wastes in relation with the

first version. Further evolution of the database is considéunctions of users returns and of potential newly
available validation data.
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Chapter 13

Extended Kalman Filter
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13.1 Introduction

The present description is based on the offline version of BEMRv4.8 that runs on PC. One assumes that
this version is currently running on your computer, if ndig first step is to install such version before trying
to use the LDAS scheme.

13.2 Source code - creation of the binary

The source code has been provided to you in a tarSWRFEX- EKF- SRC. t ar . You should untar the
directoriesVARASS| MandMYSRC under the directorg SURFEX_EXPORT/ sr c. Once it is done you will
have in the directorf/ARASSI Mthe following files :

e varassi m f 90 : main program that performs the various steps of the asaioil : definition of
initial perturbed states, reading of fields from SURFEX au$p writing of fields necessary for the
analysis, and finally the surface analysis.
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chol dc. f 90 : Cholesky decomposition (part I)

chol sl . f90: Cholesky decomposition (part II)

* inversematri x. f90: explicit computation of an inverse matrix after Choleslecdmposition.
* trans_chai ne. f 90 : Transformation of an integer into a character .

» get fil e_nane. f 90 : gets the name of files for the current assimilation window.

In order to compile these routines and to get an execuddhRASSI M the fileMakef i | e. SURFEX. nmk
(provided in the tar file) contains the following sequencénsiructions :

HHHHHHHH B R R HH AR AR PR R R R R R R R R R R

# Source VARASSI M #

HHHRHHHH B R RBHH B R RTHHRRRHHRT R REHHRH

DI RVARASS| M += VARASSI| M

i fdef DI RVARASSI M

DI RSOURCE += $( DI RVARASSI M

endi f

In the variablePROG.LI ST defining the various main programs to be generai®RASSI Mhas been
added. You can then typeake in order to generate the LDAS executable, to be located irditeztory
$SURFEX_EXPORT/ sr ¢/ exe (which is also where the other executableBGD, PREP and OFFLI NE
are).

13.3 The EKF scheme

The tar file SURFEX- EKF. t ar . gz contains a sample of all the required data and scripts to en t
SURFEX-EKF LDAS. First, you need to have all the requiredadat run a "normal” SURFEX integra-
tion : afile ofinitial conditions(e.g.PREP. | f i if you work with the LFI format) as well as a set fafrcing
data (e.g. For c_TALYYYYMVDDr 12. t xt andPar ans_confi g_-YYYYMVDD.r 12. t xt if you work
with an ASCII format). If you want to run the LDAS over a longrjmel of time the forcing should be split
according to the length of your assimilation window and rathte actual period duration. Therefore if you
have already run an offline integration without data assitiih (called an "open loop” run), you should
redo such exercise by splitting the forcing data set in a rermobfiles corresponding to the duration of your
integration divided by the length of the assimilation windfwith the same unit for time). You should set
the logicalLRESTART to TRUE and copy the output filEBURFCOUT. | fi from a given SURFEX integration
to the define the input filBREP. | f i of the next (see in the example of scripin_ekf . sh).

In addition to the initial conditions and forcing files, yoeadobservation files Currently these files are
written in ASCII and observations have been interpolatedfthe raw data on the model grid. There is one
file per assimilation window that contains all types of olvaéions that are located around the analysis time
(end of the assimilation windo®. The generation of this single file needs some preproog¢siis strategy
could be revised in the future both in terms of data format @rtent). When an observation is missing at
a given model grid point it is set to 999.0 (used to be the detdwndefined values within SURFEX).

Therefore for asynoptic data there is a mismatch betweerehaodl observation times. When considering short assiimilat
windows a simplified 2D-Var could appear more appropriate
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13.4 The namelist

The standard namelist of SURFEXOPTI ONS. namhas to be complemented by options related to the
LDAS EKF (done for you in the example provided):

&NAMI O VARASSI M

LPRT = F,
LSIM = F,
LBEV = F,
LBFI XED = F
/

&NAM OBS
NOBSTYPE =
YERROBS( 1)
YERROBS( 2)
YERROBS( 3)

I NCO(1) = 1,
I NCO( 2) 1,
I NCO( 3) 1
/

&NAM VAR
| VAR = 1,
NVAR = 1,
XVARM 1)
XVARM 2)
XVARM 3) TR,

XVARM 4) = 'TGL",

PREFI XM 1) "X YWR (nB/nB) 7,
PREFI XM 2) "X YWGL (nB/nB) 7,
PREFI XM 3) = 'XYT&X (nB/nB) ',
PREFI XM 4) ="' XYTGL (n8/n8) ’,
XSIGVAM 1) = 0.1,

TRNTR
oo -
» RO

2

XSIGVAM 2) = 0.1,
XSI GVAM 3) = 2.0,
XSI GVAM 4) = 2.0,
TPRT.M(1) = 0.0001,
TPRT.M 2) = 0.0001,
TPRT_M(3) = 0. 00001,
TPRT_.M 4) = 0. 00001,
INCV(1) = 1,
INCV(2) = 1,
INCV(3) = O,
INCV(4) = 0,

SCALEQ = 0. 125,

/

Currently the EKF runs with the two-layer version of the ISBéheme : it means that the control variables
can be the four main prognostic variables of this scheme :stiface temperaturg; (TGL), the mean
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surface temperaturg, (TG2), the superficial volumetric water contenf, (WG1), the mean volumetric water
content in the root-zone, (W&2). The choice of the control variables is done by setting threesponding
element of the arraly NCV to one. The EKF should also run with the activation of the lpasovhich means
that in such circumstances the analysis of the prognostiablas will be done separately for each patch.
Regarding the observations, three observation types argidared : screen level temperature and relative
humidity, superficial soil moisture content. Like for thentw! variables, the elements of the ardalfCO
control which type of observation one wants to assimilate.

13.5 Link with EKF equations

We consider a control vector (dimension/V,,) that represents the prognostic equations of the landrfa
scheme ISBAM (OFFLI NE) that evolves with time as:

x! = M(x") (13.1)

ThereforeN, = 4 andx = (wgy, we, Ts, T3)

At a given timet, a vector of observations is availakyg (with a dimensionV,) characterized by an error
covariance matribR (defined asy, — y:)(yo. — y:)T wherey; is the true value of).

The observation operatét allows to get the model counterpart of the observations :

y' = H(x)) (13.2)

The operatof can be a vertical interpolation scheme f@f,, and HU,,, or a projection on the superficial
soil moisture contentv,. In the current SURFEX-EKF the maximum dimension of the olzéon vector

is N, = 3. The forecask at time¢ (written x¢") is characterized by an background error covariance matrix
B (defined agx¢ — x;)(x¢ — x¢)T wherex; is the true value ok).

Remark: In the SURFEX-EKF the observation operafgralso includes the forward model propagation,
that is :

y' =M1 (")

A new value ofx written x,' (the analysis), obtained by an optimal combination the wlasiens and the
background (short-range forecast), is given by :

xa! = x¢' + BHT (HBHT + R) "} (y! — H(x¢!)) (13.3)

Since the observation operator can be non-linear, a newatgyeappears in this analysis equatiorH:
(together with its transposH™). It corresponds to the Jacobian matrixigfdefined as :

_ Jyi
N an

H;; (13.4)

This matrix hasV, columns andV, raws. We use a finite difference approach where the inpubvecis
perturbed)V,. times to get for each integration a column of the maHixthat is :

L Yilx ) —yi(x)
K (Sl'j

H (13.5)

where 6x; is a small increment value added to thigéh component of thex vector (defined in the
block &NAMVAR of the OPTI ONS. namfile by the valuesTPRT_M 1) (for w,), TPRT_M 2) (for wy),
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TPRT_M 3) (for T»), TPRT_M 4) (for 7})).
The analysis state in characterized by an analysis err@ri@nce matrix:

A=(I-KH)B (13.6)
whereK is the gain matrix defined in the analysis equation by:
K = BH'(HBH? + R)! (13.7)

The analysis is cycled by propagating the time the two gtiastt, et A up to next time where observations
are available :
x¢' T = M(xa") (13.8)

B! = MA'MT +Q (13.9)

This equation requires the Jacobian maivixof the modelM, that is defined as (between timand time
t = 0):
Oxt
M, = —& 13.10

A new matrixQ representing the model error covariance matrix needs tebeeat!.

13.6 Run script

You have a script un_ekf . sh (in SURFEX- EKF/ r undi r from the tar fleSURFEX- EKF. t ar . gz)

that allows to run the EKF over a specified period. This saégiphe main driver of the assimilation, it does
the looping over assimilation windows, gets the requiretd dstores outputs, creates temporary files, cleans
directories, ... It operates in several steps (see flowah&igure 1):

» Step 0 : CallsyARASSI Min order to create perturbed initial conditions. This optie triggered by
the logicalLPRT=T in the namelis&NAM.I O.VARASSI M A new perturbed file of initial conditions
(PREP. | fi)is created. The initial background error covariance mdris defined and stored in a
file BGROUNDI nO.

e Step 1: Runs SURFEXQFFLI NE) with the perturbed initial conditions (eq. (8))

e Step 2 : CallsvARASSI Min order to store the perturbed simulated observations hageérturbed
evolved prognostic variables in temporary ASCII fil&BEI MU and MDSI MJ). These values are
read from the output file generated during the previous stdps option is triggered by the logical
LSI M=T in the namelis&NAMI O_VARASSI M

» Step 3: Redo steps 0 to 2 for each of the control variablgshtnae been activated (both@NAM VAR
with the arrayl NCV and the script variablemin r un_ekf . sh). The integet VARIn $NAMVAR is
defined in the script to know which the control variable issidered.

» Step 4 : Runs SURFEXOFFLI NE) with the reference initial conditions (eqg. (8))

e Step 5 : CallsVARASSI Min order to store the reference simulated observations lamadeference
evolved prognostic variables in temporary ASCII fil&BElI MJ and MDSI MJ). These values are
read from the output file generated during the previous stédps option is triggered by the logical
LSI M=T in the namelis&NAMI O_VARASSI M
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» Step 6 : CallsvARASSI Min order to evolve in time th& matrix (eq. (9)). This option is triggered
by the logicalLBEV=T in the namelis&NAM.I O_VARASSI M(done by the script). Store the evolved
B matrix in an ASCII fileBGROUNDout (for further use in analysis step). This step needs to read
the varioudvDSI MU files generated during the previous steps (perturbed rue$eremce run) and to
compute in finite differences the Jacobian malfi>of the forward model (eq. (10)). This step is done
even ifLBFI XED=T, but in that case the results from this step are not usediafteds.

» Step 7 : CallsVARASSI Min order to perform the soil analysis : the correspondingtcivas are
LSl M=F, LBEV=F andLPRT=F. Store the analysis for both the model state and the matgxrofs in
the initial files for the next assimilation cycle - Go to steprlil the maximum number of assimilation
cycles is reached. During this step, the following instiuts are done :

— Read observations and perform a bias correction if required

— Read simulated observations from reference and pertutoe r

— Compute the covariance matiik of observation errors

— Compute the covariance mati@ of model errors

— Update theB matrix (eq. (9))

— Compute the Jacobian of observation operaton finite differences (eq. (5))

— Compute the Kalman gain times the innovation vector (Chgleecomposition) (eq. (3))

— Perform the analysis and store the resulPREP. | fi file (for next cycle)

— Get the Kalman gain in order to compute the covariance matak analysis errors (eq. (6))
— Store the matribA in BGROUNDout file (for next cycle)

13.7 Management of dates

The dates defined as YYYYMMDDHH are evolved in time using thenmandsmsdat e that is a script
that uses an executalidecdat e generated from the C progradecdat e. ¢ using the command :

gcc -0 decdate decdate.c

The script and the C program are available in the directddyl LI TY of the tar file

SURFEX- EKF- SRC. t ar . If other tools are available in your computing environmgati can use them
accordingly.

13.8 Directory structure
A number of directories should be created and/provided :
» repf orci ng: Directory where the forcing data are stored (sample fordmeprovided in ASCII)

» represul t s: Directory where the results will be stored

e reprun : Working directory (script un_ekf . sh provided)

r epobs : Directory where the observations are stored (sample ferday provided in ASCCI)

* repnanel : Directory where the namelist is located (name@BITI ONS. namprovided)

SURFEX V5 - Issue t1 - 2009



CHAPTER 13. EXTENDED KALMAN FILTER 207

» repanal yse : Directory where the initial conditions are storeBREP. | fi provided for the
ALADIN-France domain on 01 July 2006 at 002)

» repbi n: Directory where the binary files to execute SURFEX and thé-Eke located

This structure has been created for you in the example pedvid SURFEX- EKF. t ar. gz. You will
find in this tar file the script un_ekf . sh and a namelisOPTI ONS. nam Once you have created the
executableOFFLI NE and VARASSI M the content oSURFEX- EKF. t ar . gz should allow you to run
one day of EKF assimilation of screen-level parametersyewérours over the ALADIN-France domain.

13.9 Matrix inversion using Cholesky decomposition

We want to findx such as :
y = Ax

where A is a symmetric positive definite matrix. It is decomposed.d€ whereL is a lower triangular
matrix. Once thd. matrix has been obtained, the vectoe L~y is formed (output fromCHOLDC), then
using it as input iNfCHOL SL the vectorx = (L7)~!z is computed.
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Namelist block Variable Type Description

NAMI O.VARASSI M LPRT* F to perform analysis
T to definedz; and storex + dx; at t=0
LSI M F to perform analysis
T to write the simulated observatioft$(x)
and the evolved state vectar
LBEV* F to perform analysis
T to evolve of theB matrix
LBFI XED F to evolve of theB matrix
T to keep theéB matrix constant with time
NAM.OBS NOBSTYPE integer | Number of possible observation types

This value must be consistent with the obs file

YERROBS( 1) real Observation error folls,, in K

YERROBS( 2) real Observation error foRR Hs,,, (N0 units)

YERROBS( 3) real Observation error fow, (fraction of SWI)
I NCO( i) integer | 1 if observation type included

0 if observation type excluded

NAM VAR | VAR* 1 Control variable of interest
NVAR* 1 Number of control variables
(dimension of control vector)

XVARM i) character| Control variable identifier ilPREP file
PREFI XM i) | character| Control variable prefix irPREP. t xt file
XSI GVALM 1) real (Initial) BG error forwy (fraction of SW )
XSI GVAM 2) real (Initial) BG error forw, (fraction of SWI)
XSl GVAM 3) real (Initial) BG error for T (K)

XSl GVAM 4) real (Initial) BG error for 75 (K)

TPRT_M 1) real Size of perturbation ofv, for finite Jacobians
The perturbatiodz writeszx TPRT_M
TPRT_M 2) real Size of perturbation ofv, for finite Jacobians
TPRT_M 3) real Size of perturbation of s for finite Jacobians
TPRT_M 4) real Size of perturbation of for finite Jacobians
I NCV(i) integer | 1 if element of control vector included
0 if element of control vector excluded
SCALE_Q real Definition of the matrixQ of model errors as

fraction of the initial diagonaB matrix

Table 13.1: Description of each variable in the name&¥RTI ONS. namfor the blocks relative to the Land
Data Assimilation System. The elements with stars (*) stidad kept at their value in bold - their actual
values are defined by the scripin_ekf . sh
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PREP.Ifi

VARASSIM
perturbed IC
SURFEX -
OFFLINE
SURFOUT.Ifi
(pert)
VARASSIM
OBSIMU
MDSIMU LSIM=T -
(pert) Storage of outputs
ASCII
no
N=N+1
yes
SURFEX SURFOUT . Ifi
> OFFLINE (ref)
VARASSIM
OBSIMU
MDSIMU LSIM=T -
(ref) Storage of outputs

CANARI
OBS
ASCII

ASCII

'

VARASSIM
LSIM=F — LPRT=F
Soil analysis

PREP.lfi
(ref)

Figure 13.1: Flowshart of the EKF-SURFEX LDAS (correspaondito the various steps of the script
run_ekf . sh) - NVAR corresponds to the dimension of the control vector.
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Appendix: On the use of the EKF with the SURFEX "patch” option

13.9.1 Introduction

An EKF surface analysis scheme has been coded within SURFEXfirst version was not designed for the "patch”
approach of the ISBA scheme. It has been recently extendietiicde such option that is compulsory when con-
sidering the ISBA-Ags scheme. The "patch” approach is sinib the "mosaic” land surface model Kbster and
SuareZ1992] where the NATURE tile within a grid box is divided in amber of independent patches each having
its own set of prognostic variables and surface energy anenbalances. On the other hand, the forcing level for the
fluxes and the meteorological variables is assumed to beiéaéfor each individual patch. When aggregated values
are needed (in particular to be given to the atmospheric lhadgample weighted average of each tile parameter is
done as:

T = E o/"xk
k=1

wherea” is the fraction occupied by the patétwithin the NATURE tile and:* the value of the parameter computed
over this specific patch. Currently the number of patchess set to 12.

M

13.9.2 Extended Kalman filter without patches

With only one patch, the dimension of the control vectors equal to the number of prognostic variables to be
initialized (V,) (the analysis problem is solved independently for eacidiral model grid point). The observation
operatorH projects this vector onto the observation spgce

y = H(x)

This vector is then compared to the actual observation vecido produce the innovation vectory, — y. The
dimension of the observation vector is equal to the numbaragpendent observations to be assimilat&g)( The
observations are interpolated on the model grid beforeyaiglwhich means that the observation operator does not
include any spatial interpolation; this part is done in aheipendent pre-processing of the data.
The computation of Kalman gain requires the knowledge ofd#dwmbian matrix of the observation operdtbdefined
by : 5
Yy

H= 5
or in finite differences :
dyi _ yilx+0x;) — yi(x)
8.23j - 5.23]'

H; =

13.9.3 Extended Kalman Filter with patches

With M patches, the dimension of the control vectors extended taV, x M.On the other hand the number of
observations is still equal t&/,. The model counterpart of the observatipnis assumed to be the average of the
corresponding valug” for each patcl:

y=> oty (13.11)

Therefore, the innovation vector writes;, — y.

For the computation of the Kalman gain, the dimension of thekground error covariance mat has to be in-
creased to the siZeV2 x M?) whereas the observation error covariance ma&ikeeps the same siz€, x N,,. For
each patclt, there is an observation operatgrproviding the simulated observatigrf from the control vectox”:

y" =H(x")

This relation states that the simulated observation ovep#ichk only depends upon the control vector over the same
patch. This statement (independence of the patch coluniligjreatly simplify the number of perturbed runs needed
to compute the Jacobian matrix (which it is kept¥g).
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The actual observation operator combines the above ralaiith the spatial averaging over the patches:

M M
y = Zakyk = ZakH(xk)
k=1 k=1
from which the Jacobian matrix elemekt; can be deduced for the pateh:

Yo ox ox’

This comes from the fact that the patches are independeist; th

oyr

m
8xj

=0 when k#m

By perturbing the componeritof the control vector for all the patchek € [1, N]) by an amount 5a:f the following
Jacobian matrix column will be obtained:

Hk :aka_ylk NOék qu(x-i-(Sx;‘) —yf(x)
? alf a 515“

(13.12)

The initial control vector can be perturbed simultaneotdisiheach patch because for two distinct patcheandk :

yi (x + 8a) =y (x)

13.9.4 Conclusion

In this appendix | have shown that it is possible to extendBKE& coded within SURFEX for one patch for a set
of M patches. The analysis equation and the methodology fangdtie Jacobian matrix in finite differences are
kept unchanged. In particular the number of perturbed natémns to be performed remains equal to the number of

the control variablesV, and not toN, x M. This comes from the fact that the simulated observationlisemar

combination of independent results from each patch, tbezghey can be perturbed simultaneously. In practice the

control vector needs to be enlarged frovp to N, x M (and accordingly thd, Q and A matrices to( N2 x M?)).

The simulated observation needs to be computed from thehtezlgcontribution of each patch (Equation 1) and the
Jacobian matrix needs to be estimated in finite differenaes £quation (2). These changes have been coded in the

most recent version of the SURFEX-EKF and are available ftwerauthor.
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