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CHAPTER 1
ISBA-ES GENERAL DESCRIPTION

The Interactions between Soil Biosphere Atmosphere- Explicit Snow (ISBA-
ES) scheme is a one-dimensional snow column model. The purpose of the new
scheme is for use in local scale simulations alone or coupled to a SVAT, coupled
SVAT (Soil Vegetation Atmosphere Transfer)-hydrological model applications, and
coupling with atmospheric models. The model is based on similar such schemes de-
scribed by Kondo and Yamazaki (1990), Loth et al. (1993), Lynch-Stieglitz (1994),
and Sun et al. (1999), of which the latter three are designed for use in atmospheric
climate models. Also, many aspects of the detailed snow scheme CROCUS (Brun
et al. 1989; Brun et al. 1992) have been incorporated into the model in a simplified
form. Simulation results and descriptions of testing can be found in Boone (2000),
and Boone and Etchevers (2001).

ISBA-ES is coupled to the ISBA land surface scheme (Noilhan and Plan-
ton 1989; Noilhan and Mahfouf 1996) and is currently treated as a model op-
tion. The surface energy budget, atmospheric flux parameterizations and basic
physics (such as thermodynamic calculations etc.) are taken directly from ISBA
code/formulations. Some snow parameterizations (eg. albedo, snow fractional cov-
erage, etc.) are also taken from the baseline Force-Restore ISBA snow scheme
(Douville et al. 1995). In addition, the scheme has adopted some features of the
detailed research and operational avalanche prediction model CROCUS (Brun et al.
1989; Brun et al. 1992). The model can be run/ has been tested for time steps up

to approximately 30 minutes, although it is usually run coupled to ISBA in off-line

5



mode (not coupled to an atmospheric model) using 5 minute time steps. There
are three variables saved each time step which are used to describe the state of the
snow for three layers: the heat content (or specific enthalpy or the energy required
to melt the snow), the snow density, and thickness. Snow surface albedo serves as
a fourth prognostic variable (for just the uppermost layer). The model conserves

both mass and energy to a high degree of accuracy.

ISBA-ES is written in FORTRAN90 and can be run for multiple points simul-
taneously (i.e. the code is vectorized). It has been compiled and tested on the
Fujitzu Vector Processor and on an HP workstation at Météo-France. It has been
evaluated at the local scale (Boone 2000, Boone and Etchevers 2001), and over a
regional scale basin (Rhone) in France (Boone 2000) in off-line mode (i.e. using
prescribed atmospheric forcing as opposed to being coupled with an atmospheric
model) coupled to ISBA and the MODCOU distributed hydrological model (Girard
1974; Ledoux et al. 1989) for multiple annual cycles. It was also used in off-line
mode for an Artic river basin under the auspices of the Project for the Intercompar-
ison of Land-atmosphere Parameterization Schemes Phase 2-e (PILPS-2e: Bowling
et al. 2002; Nijssen et al. 2002). It is currently participating in the off-line local
scale model intercomparison project SNOWMIP (Essery et al. 1999). A scalar
FORTRANT7Y7 version has been tested on the HP and on a PC running Linux. It
can be run coupled to ISBA (and an atmospheric model) or alone (using the same
routine, with a different driver). In addition, there is a model option for coupling
with either the standard ISBA Force-Restore module (Noilhan and Planton 1989;
Noilhan and Mahfouf 1996) or an explicit multi-layer diffusion model (described in

Boone 2000 and Boone et al. 2000).



1. Snow scheme physics
a. Mass balance
The mass conservation equation for the total snowpack is expressed for ISBA-

ES as
oW,
ot

:(Pn+Prn_RlN_En) ) (1.1)

where W corresponds to the total snowpack SWE which can also simply be ex-
pressed as the product of the average snowpack density (ps) and total snow depth
(Ds). E, represents the combined evaporation and sublimation rate, and P, repre-
sents the snowfall rate. The rainfall rate is represented by P,,,, which is equivalent
to

Prn:pnpr 5

where p,, represents the fractional snow covered area (FSCA), and P, is the rain
rate over the snow-free and snow covered portions of the grid box. P,., represents
the portion of the total rainfall that is intercepted by the snow surface while the
remaining rainfall is assumed to be intercepted by the snow-free soil and vegetation
surfaces. The snow-runoff rate (R; ) is defined as the rate at which liquid water

leaves the base of the snow cover. All rates are expressed in kg m=2 s7!.

b. Snow layering
The number of layers in ISBA-ES is prescribed to be three which is considered
to be the minimum number of layers required to adequately resolve the snow thermal
gradients between the top and the base of the snow cover (Lynch-Stieglitz 1994; Sun
et al. 1999). The total snow depth (m) is defined as
N,
Dy = Py Al /puen + 3 D (12)
i=1
where the model time step is At, ppew is the density (kg m~3) of the snowfall [see

Eq. (B.2)]. The snow layer thicknesses for the uppermost two layers are defined
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using a scheme which is similar to that of Lynch-Stieglitz (1994):

Dsl = (5D 025D5 + (1 - 5D) Dslmax (13)
DSQ = (5D 050D5 + (1 - 5D) [034 (Ds - Dslmax) + Dslmax]
(Dyss < 10 Dy1) (1.4)

DSSZDS_DSI_DSQ (15)

The ratios of each layer to the total depth is constant for snow depths below 0.2 m
(6p = 1) with the highest vertical resolution at the top and base of the snowpack.
The upper layer thickness becomes constant (D1 max) When the total depth exceeds
0.2 m (0p = 0), and it is prescribed to be 0.05 m in order to resolve the diurnal
cycle based on an assumed thermal damping depth of snow (Dickinson 1988). In
addition, the second layer is limited at 0.5 m since vertical gradients of heat and
density are likely to be largest near the snow surface. An example of the snow
grid scheme is shown in Fig. 1.1. However, note that the code is written such that
any number of layers can be used (> 3), although the grid layering scheme (above)
would have to be modified accordingly by the user.

The vertical profiles of snow mass and heat are redistributed after the grid
thicknesses have been updated in order to ensure mass and heat conservation. This
implies a certain degree of mixing (of mass and heat) at layer interfaces during
periods of snow melt and accumulation, so that layer “memory” can be relatively
short under these circumstances for relatively thin layers. See Appendix B section

6 for details.

c. Density
All of the snow internal processes, such as absorption of incident solar radiation,
liquid water retention, heat transfer and compaction, are parameterized as functions

of snow density in ISBA-ES.
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Fic. 1.1. An example of the snow grid evolution in time as a function of
increasing total snow depth.

Snowfall usually has the effect of reducing the uppermost layer density. The

snow density is updated using a simple thickness weighting scheme as

r Dslpsl+PnAt
Dsl + (Pn Af'/,OneW)

Ps1

The local rate of change of density (increases) due to the weight of the overlying

snow and settling (primarily of new snow) is parameterized following Anderson

(1976) as

1 6psz _ Osq
Psi at nsi(Tsiapsi)

+ ascexp [—bsc (Tf — Tsi) — csemax (0, psi — pse)] (1.6)



where the first term on the right-hand side of Eq. (1.6) represents overburden (the
compactive viscosity term, see Eq. B.1). The pressure of the overlying snow is rep-
resented by os (Pa), and 7, is the snow viscosity (Pa s) which is an exponential
function of snow temperature and density (Mellor 1964; Kojima 1967). The second
term represents the thermal metamorphism (Anderson 1976) which can be signifi-
cant for fresh relatively low-density snowfall. The values from Anderson (1976) are
used: ag. =2.8x107%s71 b, =4.2x1072, K71, ¢, = 460 m® kg~ !, and p,. = 150
kg m~3. Note that the compaction constants can be treated as site-dependent cali-
bration parameters, but they are held constant for all conditions and locations in the
current model. This is also generally the case for snow model density parameters in
SVATSs intended for or coupled to GCMs (eg.s Pitman et al. 1991; Verseghy 1991;
Lynch-Stieglitz 1994; Douville et al. 1995; Yang et al. 1997; Loth et al. 1998; Sud
and Mocko 1999) and operational numerical weather prediction models (eg. Ko-
ren et al. 1999). This assumption is made because application in an atmospheric
model would be difficult as large scale or global datasets of these parameters have
not been established. After the newly settled/compacted snow density has been
calculated, the layer thicknesses are proportionally decreased such that total mass

is unchanged:

D/si — Dsipsi/plsi y

where the / indicates the updated value.

Both snow-settling schemes allow the snow to compact to densities of approxi-
mately 450 kg m 3. Additional density increases in ISBA-ES arise from compaction
due to melting, infiltration of rainwater and retention of snow melt (discussed in a

subsequent section).
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d. Energy balance and heat flow
The heat content or energy required to melt a snow layer for each snow layer
is defined using an expression similar to that of Lynch-Stieglitz (1994) and Sun et

al. (1999) as

Hsi :C.siDSi (TSZ_Tf) - Lf (Wsz_Wll) ) (]‘7)

where Ly is the latent heat of fusion and H is express in J m~2. The snow heat
capacity is defined following Verseghy (1991) (Eq. B.3). The snow layer liquid water
content (kg m~2) is represented by W;. The snow heat content is used in order to
allow the presence of either cold (dry) or warm (wet) snow. The heat content is
used to diagnose the snow temperature using Eq. (1.7) assuming that there is no

liquid water in the snow layer (W; = 0).

Ts; =Tr + (Hsi + Ly Ws;) / (csi Dsi) (Wi =0)

If the calculated temperature exceeds the freezing point, then the temperature is

set to Ty and the liquid water content is diagnosed from Eq. (1.7):

Wi =Wsi + (Hsi/Ly) (Ts; =TY)

A similar procedure is used by Sun et al. (1999).

Snow heat flow is along the thermal gradient as any snow melt or percolated
water within the snow cover is assumed to have zero heat content. In addition,
solar radiation decays exponentially within the snowpack as a function depth. The

layer-averaged snow temperature equation (7T;) is then expressed as

aTSi
CsiDsiszsi—l_Gsi_Fsi 5 (18)
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where F represents latent heat absorption or release due to phase changes (between

water and ice). The heat flux G is simply expressed as

Gsi:Jsi+Qsi (19)

where the heat conduction (Js) and radiation (@) flux terms are defined as

Qui = Ry (1 — an) exp (—vs 2s4) (i=0,N, —1) (1.10)
(Tsi — Tsig1)

JSZ‘:2K“~ 1=1,Ng—1 1.11
(Dsi + Dsit1) ( ) ( )
where
— DgiAs; + Dgiv1Msiva )
Ag; = =1,Ns—1 1.12
Dg;+ Dyt (i ) ( )
zei =Y Dij (i =1,N,) (1.13)
j=1

where the depth from the top of the snowpack (i.e. atmosphere/snow interface) to
the base of layer 7 is given by zs;. A schematic diagram for a N, layer snowpack
is shown in Fig. 1.2: mass sources/sinks/transfers are indicated using solid arrows,
and solar radiation transmission and heat flux pathways are represented by hollow
arrows. The layer-average state variables (which are saved at each time step) are
enclosed inside of a rounded box within each snow layer, and layer-average diag-
nostic variables are enclosed within a dotted box. The shaded region represents the
surface soil/vegetation layer. The symbols are defined in the text and in the List
of Symbols in Appendix A.

Eq. (1.8) is solved assuming a minimum layer thickness of 0.01 m, even though
the true total snow layer depth may be thinner. This is done to ensure numerical
stability. For snow cover less than this threshold, the influence on the surface
fluxes and near surface hydrology in ISBA is generally quite small so that this

approximation is justified.
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Fia. 1.2. Schematic diagram of the N,-layer scheme. State variables (en-
closed in rounded boxes) and mass (solid arrows) and energy pathways (hollow
arrows) are indicated. The shaded region represents the surface soil/vegetation
layer. The symbols are defined in the text and in Appendix A.

The snow thermal conductivity (Ag: W m~! K1) increases quadratically as
a function of increasing snow density (Anderson 1976: see Eq. B.4). There is
an additional contribution due to vapor transfer in the snow which is especially
important at low snow densities and high altitudes which is expressed following
Sun et al. (1999). The heat flux at the snow/soil interface (G ) is described in
the section on coupling with the SVAT scheme.

The incoming shortwave radiation (W m™?) is represented by R, and vy is the

shortwave radiation extinction coefficient (Bohren and Barkstrom 1974). The snow
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grain size is needed for this calculation and is parameterized following Anderson
(1976) (see Eq. B.8). The snow surface albedo is modeled using time constants
following Douville et al. (1995) (see Appendix B). A linear decrease rate is used for
dry snow (Baker et al. 1990) and an exponential decrease rate is used to model the
wet metamorphism (Verseghy 1991).

The net heat flux at the atmosphere/snow interface is expressed as
Gso=(1—an)R;+ ¢, (Rat - UT314) — H, — LE, + Prycy (Tar —Ty) (1.14)

where R,; is the down-welling atmospheric longwave radiation, the snow emissivity
(€n) is assumed to be 1 (for all three snow models) and o represents the Stefan-
Botzmann constant. The last term on the right hand side of Eq. (1.14) is a precip-
itation advection term where ¢, represents the specific heat of water (4187 J kg=!
K~1). The temperature of rainfall (7,;) is simply assumed to be larger of T, and
Ty.

The snow surface flux terms (G q) are linearized with respect to the uppermost
snow layer temperature using the same method as in ISBA (Giordani 1993). The
solution procedure for the entire profile is fully implicit when no melting is occurring
so that relatively large time steps may be used for thin snow cover depths. Note that
during snow melt events, an explicit representation of the surface energy budget (i.e.
a constant surface snow temperature at the freezing point) can produce significantly
different surface fluxes from those obtained using an implicit (linearized) approach.
When melting occurs in the surface layer for at least two consecutive time steps,
the surface energy balance is solved using an explicit approach as the solution is
exact and stable (as the surface temperature is constant at 7). This method is

adopted from CROCUS (Brun et al. 1992) (see Appendix D for details).
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e. Surface turbulent fluzes
The latent heat flux from the snow includes contributions from evaporation of

liquid water in the surface snow layer and sublimation and it is defined as

LE,=[x1Ls + (1-x1) L.] En = [x1 Ly + L,] E,

En = Pa C1H Va [QSat (Ts 1) - Qa] ) (115)

where L, and L, denote the latent heat of vaporization and sublimation, respec-
tively (Ls = Ly + L,). The fraction of the total mass of the surface layer which is

frozen is represented by y1, which is defined for a snow layer as
xi =1—(Wii/Wss)

Evaporation is only possible when T = Ty and W;; > 0. Atmospheric values for
the air density, wind speed and specific humidity are represented by p,, V,, and
Ga, respectively. Evaporation of liquid water reduces the mass in the uppermost
snow layer while leaving the thickness unchanged. Sublimation, on the other hand,
reduces mass by decreasing the thickness while leaving the density unchanged.

The sensible heat flux is
H,=p,C,CpyV, (Ts1—-1,) , (1.16)

where C), is the specific heat of air. The turbulent exchange coefficient (Cp) rela-
tionship is the same as that used in ISBA-FR (Noilhan and Mahfouf 1996) which
is based on the formulation by Louis (1979):

k?2
Cy =

| In(24/20t) In (24 /20¢) f(F:) (1.17)

where z, and z, are the heights of the wind and air temperature measurements,

respectively, and the von Karman constant is denoted by k. The transfer coefficient
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C'y decreases as a function of increasing stability or R;. The grid box effective
surface roughness length (zo;) takes into account the effects of both snow and veg-
etation (see Appendix E). The ISBA Cp coefficient is shown as a function of R; in
Fig. 1.3 for two standard values of z, (2 and 10 m), z, = 2 m, and for zp; = 1073,
1072 and 107! m. The Cg coefficient for CROCUS (used for an alpine site, see

Martin and Lejeune 1998) has also been plotted as a reference.

0.015

0.012

T 0.009

0.006

0.003 7

0.000

Fi1G. 1.3. The ISBA turbulent transfer coefficient (C'y) as a function of the

bulk Richardson number (R;) for two standard values of z, (2 and 10 m) and

za = 2 m. The Cy curves for three values of the surface roughness length are

shown: zos = 1073, 1072 and 107! m (Cr increases for larger zo¢). The Cu

value for CROCUS is indicated.

It is known that the bulk-Richardson formulation generally under-predicts tur-
bulent transfer for very stable conditions and small roughness lengths assumed to
be typical of snow-covered surfaces (eg.s Hardy et al. 1997; Krinner et al. 1999;
Derbyshire 1999; Jordan et al. 1999). In addition, Andreas (1996) gives a good

discussion on the difficulty in parameterizing turbulent transfer over cold snow and
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ice covered surfaces. ISBA-ES uses an effective roughness length which implicitly
represents the effects of upstream roughness elements on the snow atmospheric sur-
face layer. CROCUS uses the same basic expressions for H,, and LFE, however it
treats C'y as a site specific calibration parameter. In general, values on the order of
10~3 are used for mountainous sites as they have been shown to produce the best
snow depth and temperature simulations compared to observations (Martin and
Lejeune 1998). There are essentially four methods currently used by snow models;
1) define a critical R;max above which C'y remains constant (eg.s 0.160, Hardy et
al. 1997; 0.012, Martin and Lejeune 1998; 0.100, Krinner et al. 1999), 2) fix a
minimum or constant C'y for stable conditions (eg.s f (R; > 0) = 1, Jordan 1991;
Cy = 0.002, Kondo and Yamazaki 1990), 3) modify the formulation of Cg (R; > 0)
(Viterbo et al. 1999; Jordan et al. 1999), and 4) define an effective roughness
length which implicitly represents the effects of upstream or pretruding roughness
elements (which presumably are larger than roughness lengths for a flat surface) on
the snow atmospheric surface layer (eg. for ISBA, Essery et al. 1999).

ISBA uses an effective snow surface roughness length (zo;) which includes the
influence of embedded or upstream roughness elements (such as relief or vegetation)
for the case of a point or local scale, while for mesoscale or larger scale applications
zor represents the grid box average roughness length of both snow covered and
snow free surfaces. But, as Martin and Lejeune (1998) suggest, C'y values can,
under certain conditions, still become quite low, thereby effectively decoupling (too
much) the surface from the atmosphere. A model option exists which consists of the
use of a maximum Richardson number (R;ax). Currently, a cut-off value of 0.20
(similar to the value used in the operational numerical weather prediction version
of ISBA) is used as this results in minimum Cy values on the order of 1073 (the

order of magnitude suggested in the aforementioned studies) for snow roughness
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lengths ranging from approximately 1073 to 10~ m (see Marks and Winstral 2001
for a discussion on snow roughness length values quoted in the literature). The
drawback of this method is that the model can be quite sensitive to the value of
R; max for relatively warm weather conditions. The problem of decoupling between
the atmosphere and surface for extremely stable conditions is a fairly common
problem among SVAT schemes (eg. Slater et al. 2001) and will be examined more

as more research is done in this area.

f. Snow Liquid Water and Phase Change
The heat transfer is calculated from Eq. 1.8 assuming F,; = 0. The phase
change flux (W m~2) is simply the sum of the available energy for snow melt (Fy,, ;)

and liquid water freezing (Fss;) where
Fomi=min[cs; Dg; (Ts; —T¢), Ly (Ws; —Wy,)] /AL
Fopi=min[cg; Dgi (Ty —Ts4), LWis] /AL .
Foi = Fopmi — Fspy
The snow temperature and liquid water content (see below) are then updated.
The liquid water content of the snow is modeled as a series of bucket-type

reservoirs. Local changes during a model time step arise due to snow melt, water

freezing, evaporation and liquid flow so that

oWy,
ot

=Ryj—1— Rii+ Fsi/Ly (Wi < Wiimax) (1.18)

where R; represents the water flow between layers (kg m~2 s7!), and the flux at
the snow surface is

RZOZPrn_(l_Xl) En .

Each snow layer has a maximum liquid water holding capacity which is expressed

following Anderson (1976) as

I/Vlimax - Wsi [TW min + (TWmax - TWmin) max (07 Pr — psz) /pr] ’ (119)
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where the constants 7w max = 0.10, rwmin = 0.03, and p, = 200 kg m=3. A
liquid water flux is generated (R; > 0) when the liquid water content exceeds this

threshold:

Rli = max(O, Wli — I/Vlimax) /At s (120)

The water flow could be governed by a relation describing the hydraulic conductivity
of the snow (eg. Jordan 1991), but this does not seem to be currently warrented
given the rather simple complexity of the three-layer scheme. In addition, CROCUS
abandoned the aforementioned method in favor of the series-of-buckets method as
it was found the two results gave nearly identical total daily runoff.

Snowmelt within a layer impacts the mass distribution in two ways. First, the
snow layer thickness is compacted at a rate proportional to the amount of snow
melt retained in the snow layer (Lynch-Stieglitz 1994), leading to densification:
min (Wy; + Fop iAt/Lg, Wiimax)

Wi
p'ei=Dsipsi/D' s (1.22)

Dlsi = Dsi

(1.21)

so that the over mass or SWE is unchanged. Second, any melt water in excess of
the layer holding capacity leaves the snow layer which is modelled as a decrease in

thickness:

1 Fyp i At
D0 L e (B )] a9
s1 f

resulting in a loss of mass from this layer (as the layer-average density is unchanged).
It is also possible for both processes [Eq.s (1.21)-(1.23)] to occur during a single time
step. It can be seen from Eq. (1.23) that if the layer i is saturated, then the total
loss in mass is proportional to Fj,,;. Note that a mass loss following Eq. (1.23)

generates liquid water outflow from layer i [Eq. (1.20)].
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The water flow solution procedure starts from the uppermost layer and proceeds
downward. Water entering a layer refreezes if their is sufficient cold content. Once
a layer can no longer freeze existing water (i.e. Ts; = Tf), then the unfrozen water
is retained up to the maxmum holding capacity. The refreezing and water retention
processes increase the layer-average density and mass. Water flow processes do not
impact the layer thicknesses. Water leaving the lowest snow layer (R, ) is available

for partitioning into soil water infiltration and surface runoff by the SVAT scheme.

2. Coupling to ISBA
An important aspect of coupling with the land surface is the parameterization
of the FSCA, as it is used to partition the fluxes of heat, momentum and mass

between the snow and non-snow covered fractions of the grid box. The FSCA is

defined as
Prg = We/ (apn Wy + W) (0 <png <1) (1.24)
Pre = [Ds/ (Ds + pn 20)]"" (0 < pre < 1) (1.25)
pn = (1 — veg) Dng + V€Y Pnc (1.26)

where p,, represents the total grid box FSCA. The soil and canopy or vegetation
FSCA are represented by p,y and py., respectively. The soil/vegetation surface
roughness length is zp. The parameters a,,, bpn, cpn and W, can be adjusted
depending on the modeled spatial scale and the associated degree of sub-grid hete-
orgeneity (i.e. the effects of trees and snow patchiness caused by relief).

These relationships for FSCA are fairly standard among SVATSs used for at-
mospheric model applications (eg.s Pitman et al. 1991; Verseghy 1991; Yang et al.
1997), however the values of the coefficients vary among the schemes. In ISBA,
the parameter a,, is equal to 0 for cases with relatively flat bare ground or short

vegetation cover, otherwise it is equal to one (which is usually the case for relatively
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large scales). The value for by, is usually unity in ISBA, but it can be reduced for
large scales for which sub-grid patchiness of snow is enhanced (Brun et al. 1997).
The parameter c,,, is related to the vegetation characteristics. The ISBA-ES default
value of W, is We,,, (Douville et al. 1995).

The ISBA-ES soil-vegetation surface energy budget equation is written using a

similar expression to that used by CROCUS (coupled to ISBA; Etchevers 2000) as

1 0T,
19 =(1—pn) [Ry (1 — @) +€(Rat — oT*) — H — LE]
Cr Ot
+ pn [JsN +Qsn +cw Rin (T5 —Ts)]
27
— —— (Ts — To) + Ly Fyy 1.2
TCT( 2) + Ly (1.27)

where the sub-surface restore temperature is given by T and the surface soil-
vegetation temperature is represented by 7. The last term on the right hand
side of Eq. 1.27 represents latent heat release or absorbtion due to phase changes of
soil moisture between ice and liquid (Boone et al. 2000). Note that this definition
of T is different from that used by ISBA-FR which includes the upper layer of the
snowpack and therefore includes the snow thermal properties in the definition of
Cr (as opposed to CROCUS and ISBA-ES) along with the thermal properties of
the soil /vegetation. The albedo and emissivity for the snow-free portion of the grid
box are represented by a and e, respectively.

The fluxes between the atmosphere and the snow/vegetation are weighted by
1 — pp, while the fluxes at the base of the snowpack are weighted by p,,. The term
involving the snow runoff (R; n) in Eq. (1.27) represents an advective term. This
rather simple snow/surface coupling was found to produce reasonable sub-surface
soil temperatures, soil/snow heat fluxes, infiltration and runoff for CROCUS for an
alpine site (Etchevers 2000) and a cold continental climate (Schlosser et al. 2000;

Slater et al. 2001). Note that an option to use a multi-layer explicit soil model
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underlying the snow (soil temperature is modeled using diffusion, water flow is
modeled using Richard’s equation and soil ice is considered in each layer) is also
available (for details see Boone et al. 2000 and Boone 2000).

The snow cover is discerned from the soil-vegetation layer in ISBA-ES (Etchev-
ers 2000) so that the soil-snow heat flux is explicitly modeled. It is written with
the aid of Eq. (1.11) as

(TsN - Ts)
(DSN + AZ1)2

Jsn =2 (DSNASN + AZl)\S) (1.28)

The soil thermal conductivity (As) is estimated following Etchevers (2000) using
the relationships for thermal conductivity from Noilhan and Planton (1989). The
upper layer soil thickness (Az) is several centimeters thick.

The area-averaged atmospheric fluxes from a grid box are calculated as the
sum of the surface fluxes from the snow weighted by p, and the fluxes from the
soil /vegetation weighted by (1 — p,,). The shortwave radiation absorbed by the soil

surface at the base of the snow cover is given as

Qs =Ry(1—a)(l—a,) exp(—vsn 2n)

where one reflection (from the underlying soil/vegetation cover) is accounted for,
and « is the albedo of the underlying soil/vegetation surface. Precipitation in the
form of snow falls only the snow covered portion of the grid box, whereas liquid
precipitation is paritioned between the snow-covered and snow-free portions of the
surface using the snow fraction. The multi-layer snow model is activated if snow
falls or there is snow on the surface. The solution procedure for ISBA-ES is outlined

in Appendix C.
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APPENDIX A

SYMBOLS
Cy - turbulent exchange coefficient
Cr m? K J~! surface soil /vegetation thermal inertia
Cp J kg7t K1 specific heat of air
C, m®/2 kg—! radiation extinction coefficient parameter
D, m snow layer thickness
D1 max m maximum uppermost snow layer thickness
K, kg m—2 s7! sublimation/evaporation rate from snow surface
Fy; W m—? snow total phase change term
Fsti W m~2 snow phase (freeze) change term
Foni W m—?2 snow phase (melt) change term
F W m—? surface soil ice/water phase change term
F W m~2 fluxes
G, W m—2 total snow heat fluxes
H W m~2 sensible heat flux from snow-free area
H, W m—? sensible heat flux from snow surface
H,; J m2 snow layer heat content
H, J m~2 total snow heat content
H* W m~2 total surface sensible heat flux
Jsi W m—?2 conduction heat flux (diffusion)
LE W m~2 latent heat flux from snow-free area
LE, W m—2 latent heat flux from snow surface
LE” W m2 total surface latent heat flux
L¢, Ls, L, Jkg* latent heats of fusion, sublimation and vaporization
N - number of snow model layers
P, kg m~2 s7! snowfall rate
P, kg m~2 57! total rain rate
P, kg m—2 s7! rain rate over snowpack
Qs W m—? solar radiation transmission term
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Wern

Wi

Whp

Wi imax
Wi

Zay Ly, Le

ag, bia &)

Apn, prH Cpn -

aSC

bSC

CSC

m!3 kg4

kg m~3

kg m™3 K1
ke s~1/2 m~7/2
K-1

m~3 kg~!

W m!

downwelling longwave atmospheric radiation
solar radiation (diffuse and direct)
Richardson number

maximum or critical Richarson number
net radiation flux

snowpack liquid water flow rate
snowpack liquid water runoff or total outflow rate
total surface net radiation

air temperature

temperature of liquid precipitation

triple point temperature for water
composite soil/vegetation surface temperature
average snow layer temperature
soil/vegetation restore temperature

wind speed

critical SWE

snow layer liquid water content
generalized critical SWE

maximum snow layer liquid water content
snow layer SWE

surface energy budget linearization terms
snow temperature matrix coefficients
snow fraction parameters

snow settling parameter

snow settling parameter

snow settling parameter

snow grain size parameter

snow grain size parameter

snowfall density parameter

snowfall density parameter

snowfall density parameter

snow viscocity parameter

snow viscocity parameter

snow thermal conductivity parameter

W m® K~! kg~ 'snow thermal conductivity parameter
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Ay Wm— ! K-! snow thermal conductivity (vapor) parameter

brv W m~! snow thermal conductivity (vapor) parameter
Chv K snow thermal conductivity (vapor) parameter
cr Jkg ' K™t specific heat of ice

Ci JKt'm3 heat capacity of ice

Csi JK!'m™3 snow layer heat capacity

Cuw J kg ! K71 specific heat of liquid water

ds; m snow grain size

fi Wm—2 K! snow temperature matrix forcing function

1 - snow vertical index

- von Karman constant

P Pa surface pressure

DPn - total snow fraction

Pne - vegetation snow cover fraction

Png - bare-soil snow cover fraction

Po Pa reference atmospheric pressure

Qa kg kg~! atmospheric specific humidity

Gsat kg kg=! surface specific humidity

T'w max - maximum snow liquid water content parameter
Tw min - maximum snow liquid water content parameter
veg - surface vegetation cover fraction

Za m height of air temperature forcing

Zsi m depth in snowpack from atmosphere/snow interface
Zu m height of wind forcing

2ot m effective surface roughness length

At s model time step

Az m thickness of surface soil layer

Ag; Wm— ! K-! effective snow layer thermal conductivity

Ay Wm~! K! interfacial effective snow layer thermal conductivity
e - soil /vegetation albedo

o, - snow albedo

Ond - albedo of dry snow

Cnw - albedo of wet snow

Oy new - albedo of freshly fallen snow

Olmax - maximum snow albedo
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QO'min

Asi
Asvi
Vsi
Pa
Pi
Pr
Psc
Psi

pnew

Qi
Osi
Ta

Tf
Wa

Pas~!
Pas~!
Wm—! K!
Wm—! K!

kg m~3

kg m~3

kg m—3

kg m—3

kg m~3
kg m~3

Wm2 K !
W m—2 K™

Pa

minimum snow albedo

snow layer frozen fraction

weight for effective temperature at snowpack base
delta function for snow grid

delta function for snow mass and heat redistribution
soil/vegegtation surface emissivity

snow surface emissivity

snow viscocity

snow viscocity coefficient

snow thermal conductivity

snow thermal conductivity from vapor transfer
shortwave radiation extinction coefficient

air density

ice density

maximum liquid water content parameter
snow settling parameter

average snow layer density

density of snowfall

snow temperature solution coefficient
Stefan-Botzmann constant

pressure of the overlying snow

time constant (one day)

albedo time constant for dry snow

albedo time constant for wet snow

degree of snow saturation
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APPENDIX B
PARAMETERIZATION SCHEMES FOR ISBA-ES

1. Snow viscosity
The snow viscosity is formulated as a function of snow density (Kojima 1967)

and temperature (Mellor 1964) as

Nsi = To €XP [an (Tf - Tsi) + bnps z] 5 (Bl)

where 79 = 3.7 x 10" Pa s, a,, = 8.1 x 1072 K~ and b, = 1.8 x 1072 m® kg~!. An
example of snow compaction for the three layer model is shown in Fig. B.1. The
sensitivity to snow temperature (which enters into the compaction calculation via
the viscosity coefficient in Eq. B.1) for two arbitrary values is shown. Snow settling
is the dominant compaction mechanism initially (see Eq. 1.6) for low density snow,
whereas compaction due to overburden is the primary mechanism over longer time

periods and for higher density snow.

2. Snowfall density

The snowfall density is expressed using the expression from CROCUS as
Prew = Gsn + ban (To = Ty) + con (Vo) (pmin > 50 kgm™®) , (B.2)

where T, represents the air temperature (K), and V,, is the wind speed (m s~!). The
coefficients ag, = 109 kg m~3, by, = 6 kg m—> K~!, and ¢,,, = 26 kg m~7/2 g1/,
The dependence on wind speed results as relatively high winds can break down the

falling flakes into finer grains. Snowfall density as a function of temperature and

wind speed is shown in Fig. B.2.
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Fic. B.1. Snow compaction for a 1 m snowpack with constant temperature
and initial constant density profiles. The snow depths are shown in the left
panels, and the corresponding snow densities are shown on the right for three
snow layers. The upper panel tests use a constant snow temperature of -10 C,
while the lower panel tests use 0 C.

3. Thermal Properties

The snow heat capacity is defined following Verseghy (1991) as

Csj = C Psi/Pi = CI Psi (B.3)

where c; is the heat capacity of ice (J K=! m™3), ¢ is the specific heat of ice (2047
J K=t kg™1), and the ice density is p; = 920 kg m~3.
The effective thermal conductivity is defined as
Asi = )\si + )\svi (B4)
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Va (m/s)

Fic. B.2. The density of snow falling on the surface as a function of air
temperature (71,) and wind speed (V,) from Eq. B.2.

Asi = ax +bap?; (B.5)

b)m Do
)\svi = v - - B.6
<CL,\ +Tsi+c>\v) <p) ( )

where Eq. B.5 corresponds to the snow thermal conductivity, and ay = 0.02 W m~—!

K= and by = 2.5 x 107 W m® K~! kg=2 (Anderson 1976). Eq. B.6 represents

the thermal conductivity from vapor transfer in the snow (Sun et al. 1999), where

p is the atmospheric pressure in hPa, and pg = 1000 hPa. The coefficients were

determined by Sun et al. (1999) to provide results which best approximated the

physically based and more complicated equation of Jordan (1991): ay, = —0.06023
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Wm™t K™, by, = —2.5425 W m~!, and ¢y, = —289.99 K. The \,, contribution
to the effective thermal conductivity can be significant for fresh snow (i.e. relatively
low snow densities), high altitudes and warm temperatures. A comparison of Ag

and Ay, for various pressures and temperatures are shown in panels g-i of Fig. B.3.

4. Shortwave radiation absorption
In Eq. 1.10, v, is the extinction coefficient for shortwave radiation (m~!) which

is written following Bohren and Barkstrom (1974) as
Vs :Cupsidsi_1/2 5 (B7)

where C,, = 3.8 x 1072 m®/2 kg~!. the extinction coefficient is shown as a function
of snow density in Fig. B.3e. The expression for snow grain size dy is from Anderson
(1976):

dsi = Ggq + bsdpigli ) (BS)

where agq = 1.6 x 107* m and by = 1.1 x 10713 m'3 kg=*. The snow grain size
is shown as a function of snow density in Fig. B.3b. Note that in contrast to the
aforementioned figure, the snow grain size is limited at 2.796 x10~2 m. An example
of the shortwave radiation extinction within the snowpack is shown in Fig. B.3d as

a function of snow depth for three constant snow density vertical distributions.

5. Snow albedo

The snow albedo is modeled using the same decrease and increase rate formu-
lations as Douville et al. (1995). A linear decrease rate is used for dry snow (from
Baker et al. 1990) and an exponential decrease rate is used to model the wet meta-
morphism (from Verseghy 1991). The snow albedo increases at a rate proportional

to the snowfall. The relationships describing the albedo rates of change during a
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time step are

'y =al't — AT (B.9)
aly = (a7 = Quin) exp (=7fAL/T) + Qumin (B.10)
Opnew — [PnAt/ (pw Wcrn)] (arnax - amin) 5 (Bll)

where a4 corresponds to dry snow and a,, is used for wet (melting) snow. The
following values from Douville et al. (1995) are used for the model parameters: the
time constants 7, = 0.008 s, 7 = 0.24 s and 7 = 86400 s, the minimum snow albedo
is amin = 0.50, and the maximum albedo .« is assigned a value of 0.85.

The updated snow albedo is expressed in the current study as

n

a, = (1 - woz) O‘Zd + wq aZw + Qnew (amin < a, < amax) (B12)

The weight w,, is defined as the degree of saturation when snow is melting, otherwise

it is zero:

wa =1-—x1 (Fs1>0)

Wa =0 (Fy1 <0) (B.13)

so that the snow albedo decreases more rapidly when the degree of snow saturation
with respect to liquid water is larger. The decay of snow albedo as a function of time
is shown in Fig. B.3a for four different (constant) degrees of snow liquid saturation.

It is planned that the albedo parameterization will eventually be replaced by a
method which incorporates the uppermost layer density or grain size and possibly
a litter-deposition algorithm: but the relatively simple method outlined here will

be retained until such a scheme has been incorporated.

31



Grain size (m)

a) d) 9)

\ \ \ \ [ 0.8
0.9 |- — w=000 | = 1T F ]
......... = | 0.05 B - < -
w=1.00 // E 06 T=-10C
0.8 N i/ ’ = p=1000 hPa
o E 0.10 {/, 4 =
S 1 & ; -
2 g ;// —— 100 kg/m3 ] S 04 7
=< 07 19 g5l 300 kg/m3 8
| e — - - 500 kg/m3 ¥ |
0.6 1 0.20 | 4 2% i
0.5 L Lt SR | 0.25 TR I NI R E N 0.0 I | I | I | I
0 10 20 30 40 50 0.0 02 04 06 08 100 200 300 400 500
Time (Days) RG transmission Density (kg/m3)
b) ) h)
0.008 50 0.8
/ 45 1= |
0.006 - £ 1 foe| TOC ,
= = =1000 hPa
< S p i
(&) .
0.004 - c T 04 .
Ke] S)
‘g O |
2 £
0.002 - L ¢ 0.2 -
o
F b
0.000 T | I | I | I 20 I | I | I | I 0.0 I | I | I | I
100 200 300 400 500 100 200 300 400 500 100 200 300 400 500
Density (kg/m3) Density (kg/m3) Density (kg/m3)
0 f) i)
7 £ 5 0.8
c 102 — T=0C ; §
2 N - ] 3
Q B =
E 1 &0t E =
5 15 1 2
= (8] B
g | g10° 4 3
=5 > i E
= ] 10° E ,'GE)
3 L . L . L . [ I | I 1 L 1 L i 0.0 L 1 L 1 L 1 L
100 200 300 400 500 100 200 300 400 500 100 200 300 400 500
Density (kg/m3) Density (kg/m3) Density (kg/m3)

Fi1G. B.3. Snow physical parameterization schemes and coefficients: Panel a)
snow albedo for varying degrees of liquid water saturation, w (equivalent to we in
Eq. B.13), b) grain size (ds,Eq. B.8), ¢) maximum liquid water fraction in % (see
Eq. 1.19), d) R¢ transmission within the snowpack (see Eq. 1.10), e) radiation
extinction coefficient (vs, Eq. B.7), ) viscosity coefficient (ns, Eq. B.1), and
g)-1) snow (As: dashed line), vapor (A,: dotted line) and effective or total (As:
solid line) thermal conductivities for various values of temperature and pressure
(Eq. B.4).
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6. Snow heat and mass redistribution
The model grid (D;) is reset during each time step to the grid configuration

defined from Eq.s (1.3)—(1.5). Note that the total snow depth is constant:

N N
Y D'y =) D, (B.14)
=1 =1

While the mass and heat content of the entire snowpack are conserved during this
transformation, the vertical distribution of snow mass and heat must be adjusted.
Using the superscript / to denote values after the grid transformation, the conser-

vation equations for mass (or equivalently SWE) and heat are, respectively:

N N N N,
ZW,Si = ZWS@ and ZH/si = ZHSZ y (B15)
=1 =1 =1 i=1

The transformed SWE for layer j is updated from
W/si = Wsi + AWSZ )

which is expressed for the uppermost and lowest layers as a function of snow density

and thickness as

p's1 D1 =ps1 D1 + ADq[0s1ps2+ (1 —d51) psi] (B.16)

/

p SNS D/Ns = pSNs DNS - ADNS_I

[6s N, —1psn, + (1= 0s N, 1) ps N, —1] (B.17)

/

respectively. The grid thickness change (AD; = 2/; — z;) results from the grid
resetting. The depth in the snowpack (z;) is the vertical coordinate, such that
zo = 0 at the atmosphere-snow interface, and z; increases downward towards the

soil such that zny = D,. The function d,; is defined as

0 AD; <0
5si:{
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From Eq.s B.16 and B.17, if layer 1 or N, decrease in thickness, the density remains
unchanged (i.e. p'y; = psi) and mass (or SWE) reduction is accomplished by
reducing the layer thickness. If the layer thickness increases, then density is also
updated. The equation for the intermediate layers is defined using Eq.s B.16 and
B.17 as

P eiD'i =psiDi — AD;_1[0si—1psi+ (1 —0si—1) psi—1]

A similar expression is used for the snow heat content in the uppermost and

lowest layers, respectively:

HS2 Hsl
H,, = H, AD; | 1—041) —
1 1+ 1 { 1 Dy + ( 1) D, }
H, H,n _
H'gn, = Hsny, — ADn, 1 {55NS—1 DNS +(1—0sn,-1) #}
N, N,—1
and for the intermediate layers:
H; Hgi 1
H'yi = Hgi — ADj 1 |0si-1 — + (1= 054-1) ———
1 [ 1 D, +( 1) Di . }
Hsi—l—l Hsi
AD; |04 1—905;) — B.19
A0 |5 T b T (B.19)

The transformed heat content (H’s;) is used to update the liquid water content
and the temperature of the snow layer. The transformed snow density is updated

using Eq.s B.16 and B.17 as the thickness change is known.
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APPENDIX C
SOLUTION PROCEDURE FOR ISBA-ES

The basic solution procedure for ISBA-ES each time step is described below.
i) At the beginning of the time step, the snow fraction is calculated [Eq.s (1.24)-
(1.26)].

ii) Snowfall mass and heat content are added to the uppermost snow layer. p1,
Dsq, Ts1 and Wy, are updated accordingly. Snowfall is assumed to have the same
temperature as the uppermost snow layer upon reaching the surface, therefore the

advective heat flux from snowfall can be neglected (in the surface energy budget).

iii) The snow thicknesses are reset [Eq.s (1.3)-(1.4)] and the vertical profiles of mass
and heat are redistributed while conserving the total snow pack mass and heat
[Eq. (B.15)].

iv) Hs;, ps; and Dg; are used to diagnose Ts; and Wy; [Eq. (1.7)].

v) Settling is calculated [Eq. (1.6)] and ps; and Dy, are updated. Snow mass and
heat content are unaltered.

vi) Shortwave radiation transmission (Qs;) [Eq. (1.10)] and surface snow albedo
(an) [Eq. (B.12)] are calculated along with the snow thermal conductivity (As;).
vii) The linearized system of equations is solved simultaneously [Eq. (1.8)] to esti-
mate the preliminary profile of Ty ; and the surface fluxes (Gso) [Eq. (1.14)].

viii) If melting occurs, the surface energy budget and fluxes are re-calculated as-
suming an updated uppermost snow layer temperature at the freezing point (7).

The lower two snow layer temperatures are also recalculated assuming T = T7.
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ix) Phase changes (Fs;), water flow (R;;) and changes in liquid water storage

[Eq. (1.18)] are evaluated. Profiles of Ts;, W,, ps; and Dy, are updated.

x) The heat content (H,;) is updated from the profiles of T;, W;;, ps; and Dg,,
[Eq. (1.7)] and saved for the next time step along with the updated snow albedo
and the profiles of ps; and Dg,;. Snow surface fluxes (Eq. 1.14), runoff (R; ) and

the heat flux at the snow/soil/vegetation interface are output.
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APPENDIX D
NUMERICAL METHODS

1. Surface Energy Budget
The surface energy budget for the snowpack surface is expressed using an im-

plicit time integration scheme as

Dslcsl
At

(Ts1' = Ts1) = R/ — H) = LE' + Prpcy (Tar — Ty) — J01 — Qs1 (D.1)

where / denotes the value at time ¢t + At. The flux terms at time t + At are defined

using either a backward difference approximation as
F'=F + (0F)0Ts1) (Ts1' — Ts1)

where F represents the fluxes (LE and R,,), or using the flux evaluated explicitly
at time t+ At (as is done for Jg1 and H,,). The fluxes are linearized using the same

standard form as the snow-free ISBA fluxes (Giordani 1993):

R, =Ry (1—ay) +€[Rat — 0Ts1® (4T51" — 3T51)] (D.2)
H, = g—“cp (Toy' — To) (D.3)
! __ Pa aQSat /
LE = [LU (1 - Xl) + LSXI] - | dsat (Ts 1) — Qg + (Tsl — T 1) (D4)
Rq IT1

(Ts 1/ - Ts 2/>

', = 2A, D.
sl ! Dsl + DsQ ( 5)
Eq. D.1 can then be expressed as
) 2A 1 )
(Za Clesl) Tsl - m T32 :Clesl (T31Zb+Zc) (DG)
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where the coefficients are defined using Eq.s D.1-D.5 as

1 1 2K51 3 Pa
Z, = — deoTy > + L2
At * CSIDSI{(D51+D52) T ! +Ra0p+
Pa 6(]sat
— L,(1-— L,
ILL5721[ (1—x1)+ Xl]}
1
Zy = — Ts 5
b N + 051D51{3€U 17+
Pa 6(]sat
— L, (1- L,
Ra 6T31[ ( X1>+ Xl}}
- Rut + Ry(1—a) + 220, T,
c Clesl Hat g “ Ra poa
Pa
- R_a [Lv (1 - Xl) + Ls Xl] [QSat (Ts ) - Qa]

+Prncw (Tal_Tf) _Qsl}

2. Numerical solution for the snow profile
Eq. (1.8) can be written as a system of linear equations which can be solved
quickly and with little storage because the equations can be cast in tridiagonal form.
As a first step in the solution procedure, we neglect the phase change term (Fy;).
The profile is adjusted for phase changes after the profile is initially calculated.
Using the backward difference time scheme Eq. (1.8) can be written as
205 i1 (Téi—l - T;z) 2As (T;z — T£i+1

' T/' _Tsz — ) + st—1 — ERAR
0 ( s ) Dsi—1+DSi D31+Dsi+1 Q ' Q
(D.7)

where 9; = D, cs;/At. Note that the heat capacity and thermal conductivity are
held constant for this calculation: this is a reasonable approximation for the time
steps considered for this model.

Rearranging to have all of the terms involving the temperature at the time step

t + At (or /) from Eq. (D.7) on the left hand side yields

a;Tsi1’ +0;Tsi" + i Tsivi' = fi, (D.8)
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where the coefficients are defined as
a; = —2As;_1/(Dsi—1+ Dg;)
b = 0i + 2Asi_1/(Dsi_1+ Dy;) + 2As;/ (Ds; + Dsit1)

ci = —2Ns;/(Dsi+ Dsit1) -
The forcing function f is defined as
fi = 0iTsi +Qsim1 —Qsi -

a. Solution Method
Eq. (D.8) represents a system of linear equations in 7" which can be written in
matrix form as
AT = f (D.9)
where 7' and f are vectors of length N, and A is the Ny x Ny coefficient matrix.
The solution is given by
T = A7'f . (D.10)
The coefficient matrix is tridiagonal and the non-zero elements are represented by

a, b and c:
b1 C1 0
0 an, bNS

b. Boundary Conditions
1) LOWER BOUNDARY
At the lower boundary,
an, = —2Asn,—1/ (Dsn,—1 + Dsn,)
by, = on + 2Asn-1/ (Dsn.,—1+ Dsn.) + 2Asn/ (Ds N, + Az)
cy, = 0
. = onIN" +T2Ms N,/ (Dsn, + Az1) + Qsn,—1 — Qs N, -
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Note that the above implies that the lower boundary flux is expressed using a semi-

implicit approach as B
J _2A5N< ;NS_TS)
sN = (DSNS —|—A21)

The flux between the soil and snowpack is conserved since this flux is passed directly
to the soil when the soil /vegetation temperature T is updated. This is done so that
the two energy budgets and profiles can be solved separately. As the soil/snow inter-
facial flux tends to be small, this results in a reasonable approximation (especially

considering the time steps used by the model).

2) UPPER BOUNDARY
The matrix coefficients and forcing function for the first row elements (upper-

most or surface layer) are then simply defined from Eq. D.6 as

a, = 0
bl == (Za Clesl)
1 = 2K31/(D31+Ds2)

fl — Clesl (TSIZb+Zc)

3) PHASE CHANGE

At the end of the time step, the temperature profile and liquid water content
are updated by evaluating the phase changes within the snow (Fy). However, if
there is snow melt in the uppermost layer for 2 or more consecutive time steps, a

slightly different approach is used (outline below).

c. Case of surface snowmelt
As in the detailed snow model CROCUS (Brun et al. 1992), the surface energy
balance is calculated using an explicit method if there is melting for 2 or more

consecutive time steps. The solution is exact and stable (as the surface temperature
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is constant at Ty). The surface fluxes are then evaluated at Ty and the snow
temperature profile in the lower two layers is evaluated using 751 = Ty as an upper
boundary condition.

The surface energy budget is calculated as in Eq. D.1 except that the flux terms

can be defined as

R, =Ry (1—ay)+€(Rat — oTy?) (D.12)

H,' = %Cp (Ty — Ta) (D.13)

LE = [LU (1 - Xl) + Lle] E_G [QSat (Tf) - Qa] (D14)
— (Ty —T.,)

= oR, L) D.15

o lel +D52 ( )

The snow temperature profile in the lower two layers is then calculated as presented
in the previous section except by solving two linear equations (as opposed to 3) using
T?, =Ty as an upper boundary condition so that the matrix coefficients and forcing

vector for layer 2 become

ao = 0
by = 03 + 2As1/(Ds1+ Ds2) + 2A52/ (Dsa + Ds3)
ca = —2Ns2/ (Ds2 + Ds3) .

fo = 02Ts2+2Tf A,/ (Ds1+ Ds2) + Qs1 — Qs2 -

Then the system of equations for a 3-layer configuration becomes

bQTQ/ —+ CQTé == f2 (D16)
so that the solution for T} is
- b
T2/ . f2 (C2f3/ 2) (D].S)

B by — (02a2/b2)
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which can then be used to obtain 74. Phase change adjustments in the lower two
layers are then calculated. The flux between the first and second snow layers is
then passed to the surface energy budget equation in order to maintain energy

conservation.
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APPENDIX E

EFFECTIVE ROUGHNESS LENGTH

The snow cover is assumed to reduce the gridbox effective roughness length

following the averaging method from Noilhan and Lacarrére (1995):

Lo p  (=pa) (E.1)

In [2’7«/2’075]2 I [Zr/ZOn]2 In [ZT/ZO]Q

where zq is the vegetation/surface roughness length (m), zg, is the snow surface
roughness length baseline value (0.001 m), and z, is the blending height. See
Eq.s 1.24-1.26 for the snow fraction (FSCA) expressions. The FSCA for the vege-
tation and the bare soil are shown in Fig. E.1 as a function of snow depth assuming
a constant mean snowpack density of 300 kg m~3 and for varying values of the
vegetation /surface roughness length (where Pnv represents p,. and Png represents
Png)-

The effective surface roughness length (zg;) is shown for varying values of z,
and veg in Fig. E.2 for roughness lengths varying as in Fig. E.1. Note that the
effective roughness length decreases most rapidly with increasing snow depth as the
vegetation cover fraction decreases. For relatively tall vegetation (large values of
veg and zg), the effective surface roughness changes the least owing to snow cover.
The influence of the snow on the roughness length for relatively low ground cover

is much more pronounced.
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Fi1G. E.1. Snow cover fractions (FSCA) for the vegetation (Pnv represents
Pne) and the bare soil (Png represents p,4) assuming a constant mean snowpack
density of 300 kg m™3. P,. is shown for vegetation/surface roughness lengths
varying from 0.5 to 0.05 m.
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FiGc. E.2. The effective surface roughness length (zo:) is shown for varying
values of veg and z, as a function of snow depth and for varying values of the
vegetation /surface roughness length (between 0.10 and 0.01 m: as in Fig. E.1).
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APPENDIX F

SIMULATIONS

1. Col de Porte 1994-1995

Descriptions of the Col de Porte site (and additional references concerning this
site) can be found in Boone and Etchevers (2001), Boone (2000), Essery et al.
(1999) and David and Martin (1997). More details about the ISBA-ES simulation
at Col de Porte can be found in Boone and Etchevers (2001).

The monthly climatology for Col de Porte for 2 years (August 1993 - July 1995)
is shown in Fig. F.1 (taken from Boone and Etchevers, 2001). Results from the ISBA
simulation of the snowpack for the winter of 1994-1995 (days from August 15) are
shown in Fig. F.2. The simulated average snowpack density (ps), snow depth (Dy)
and SWE (W;) are shown in panels a, b and c, respectively: solid lines represent
the simulated values while circles are used to indicate the observed snow pit values.

The density profile (ps;: panel d), layer thicknesses (Ds;: panel e) and the
LWC (Liquid Water Content W;;: panel f) for each of the 3 layers are also shown in
Fig. F.2. The uppermost layer has the largest density fluctuations due to snowfall
events (and it’s relatively thin thickness), while the lowest (thickest) has the least
variations (panel d). The uppermost layer was 0.05 m thick at all times except for
the very beginning and end of the snow simulation. The LWC of the uppermost
layer experienced a great deal of variation owing to diurnal freeze-thaw cycles.

The second layer went through longer time scale cycles, while the third layer was
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Fia. F.1. The atmospheric forcing at Col de Porte for the years 1993-1995

for the months with observed snow cover. The monthly average air temperature
(Ts) is shown in panels a and d, along with the monthly average daily maximum
and minimum temperatures. The atmospheric longwave (R,:) and incoming
solar (Rg4) radiation fluxes are shown in panels b and e. The monthly solid
(Py) and liquid (F;) precipitation totals are shown in panels ¢ and f. The labels
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denote the end of the month. Taken from Boone and Etchevers (2001).
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Fia. F.2. The ISBA-ES simulation of the snowpack at Col de Porte during
the winter 1994-1995. The simulated average snowpack density, snow depth and
SWE are shown in panels a, b and c, respectively: observations are represented
by circles. The density profile (panel d), layer thicknesses (panel e) and the LWC
(Liquid Water Content: panel f) for each of the 3 layers are also shown.

relatively warm and wet and experienced little refreezing during over the snow
season (panel f).
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The simulation of the soil temperature and moisture are shown in Fig. F.3.
The explicit multi-layer soil option (Boone et al. 2000: Boone 2000) was used
for this simulation. Note that because there was very limited soil freezing, the
snowpack evolution is nearly identical for both the explicit multi-layer scheme and
the standard force-restore approach (not shown). The soil temperature for 5 layers
(thickness of 0.03, 0.12, 0.35, 0.50 and 2.00 m) is shown in panel a, while the air
temperature is shown using a dotted line. All variables are shown at a 30 minute
time increment. The VWC (Volumetric liquid Water Content) for the same 5 layers
is shown in panel b, along with the volumetric ice content (dotted lines). Note that
several mm of ice briefly formed early in the winter during a cold period when
the snowpack was relatively thin: other than that period, the soil (simulated) was
ice-free (which is consistent with observations at Col de Porte: see Etchevers 2000).

The snow temperature (75;) is shown for the 3-layer configuration in panel c.
Successively thicker lines are used for deeper snow temperatures. Note that there
is a marked diurnal freeze-thaw cycle in the uppermost layer, while the two lower
layers are at the freezing point nearly all winter (due to the presence of liquid water
in the snowpack). The DOS (degree of saturation) of the 3 snow layers is shown in

panels d (uppermost), e (middle) and f (lowest). It is simply defined as
DOS; = Wi/ Wiimax (0<DOS; <1)

Once again, the diurnal freeze-thaw cycle is evident in the uppermost layer (panel
a), while the lowest layer is saturated for most of the duration of the snowpack
(panel f). This illustrates the fact that for sites like Col de Porte in which the air
temperature frequently rises above freezing, the ability to permit liquid water in
the snow is necessary for a realistic thermal profile (thermal profiles and other more
detailed measurements for Col de Porte can be obtained by contacting CEN: Centre

Etudes de la Neige (Center for Snow Studies), Grenoble, France).
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Fic. F.3. The ISBA-ES simulation of the snowpack and soil state at Col
de Porte during the winter 1994-1995. The simulated soil temperature and soil
moisture (liquid and ice) for 5 soil layers are shown in panels a and b, respectively.
Snow temperature for 3 layers is shown in panel c. The DOS (degree of saturation
of the snowpack by liquid water) is shown in panels d, e and f for layers 1, 2 and
3, respectively.
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2. Rhone-AGGregation project

The Rhone aggregation Land Surface Scheme (LSS) or SVAT intercomparison
project is described in Boone et al. (2001). In terms of snow model validation, the
snowpack simulations from 20 simulations from 15 LSSs were compared to daily
snowdepth data at 24 measurement sites within the Alps over three snow seasons
(1986-1987 through 1988-1989). More details can be found in a series of forthcoming
papers (Boone et al. 2002).

The Rhone basin is shown in Fig. F.4, and the 24 observations sites are indi-
cated by the filled-red circles. The LSSs snowdepth simulations and the correspond-
ing daily observations (averaged over all 24 sites) are shown in Fig. F.5, along with
statistics (RMS=root mean square error in m, r2=squared correlation coefficient
and bias in m). Despite the difference in spatial scale between the observations
(field scale) and the simulations (8x8 km grid box), some of the models were able
to capture the life cycle of the snow well. For more details, see Boone et al. (2002).

The influence of the snowpack simulation on river discharge from a high altitude
Alpine basin (a mean altitude of approximately 2000 m) which receives the bulk
of the precipitation in the form of snow can be seen in Fig. F.6. Monthly (left
column) and daily discharge statistics are shown where Eff is the efficiency or the
Nash-Sutcliffe (Nash and Sutcliffe, 1970) coefficient. Only schemes with good snow
depth simulations for the 6 snow-depth observation points within the Durance basin
performed well in terms of simulating the discharge (which is primarily due to
snowmelt). However, some schemes which simulated the snow quite well did not

simulated the discharge well owing to aspects of the LSS hydrology.
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Fig. F.5.

The Rhone-AGG snow simulation evaluation. The model simulated

and observed snow depths averaged over 24 sites and three years are shown, along
with statistics based on the daily observations. Results from ISBA-ES are shown
in the upper-left corner.
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